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1. TINTRODUCTION

As part of the Operational Decision Aids (ODA) Program of the Office
of Naval Research, SRI International has designed a computer-assisted,
step-by-step process for structuring a decision problem into a formal
decision model. To implement the process, a pilot computer aid has been
developed. This report summarizes the SRI research, with an emphasis on
describing the capabilities and characteristics of the pilot implementa-

tion.

Section 1 of the report provides the reader with background inrorma-
tion, including a review of several structuring techniques that are used
in the computer aid. Section 2 presents an overview of the aid and in-
troduces the three phases of the structuring process. Section 3 de-
scribes In detail the steps in each of the structuring phases. Section 4
summarizes conclusions and suggests directions for additional research.
The appendixes to the report provide additional bhackground and technical
information. Appendix A describes the use of an auxiliary manual aid for
simulating military engagements and Appendix B provides technical in-

structions for using the computer aid as it was implemented on the ODA

test~bed.




1.1 ODA Program History

The ODA Program was initiated in 1974 as an interdisciplinary effor;
designed to apply advances in four professional areas to the development
of navy command and control systems. The four contributing areas were
computer science, decision analysis, systems analysis, and organizational
psychology. To focus the effort, a specific goal was defined: to de-

velop pilot implementations of zids designed to improve decision-making

at the level of the task force commander (TFC).

Several contractors, including SRI International, were selected to
develop decision aids. 1In addition to the SRI structuring aid, other
ailds developed under the Program address information processing (1,2,31,
man-machine communication [4,51, military outcome estimation [6,7,R8], and
nomography and uncertainty analysis [9]. As the aids were developed,
they were installed on a computer at the Department of Decision Sciences
of the Wharton School, University of Pennsylvania. The Wharton computer

was used as a test-bed for experimental testing and evaluation of several

of the aids [10,11].

1.2 Chronology of SRI Research Effort

This report is the fifth in a series documenting SRI's research
progress toward developing a computer-aided decision structuring process.
An adaptive research strategy has been applied. As a result, the current

design has been strongly influenced by earlier results and conclusiomns.

The initial phase of the SRI research consisted of characterizing

the decision enviromment of the TFC. Problem areas were identified in

|




which advanced decision aids might be useful and considerations that
influence the desired characteristics of potential aids were determined
f121. A key conclusion of this effort is the relative difficulty encoun-
tered by the commander in dealing with nonroutine decisions that involve
uncertainty or require trade-offs of competing objectives. For many such
problems, particularly those occurring during the planning phase, the
need for real-time data is less than the need for a means to organize and
determine the implications of readily available information. Tt was con-
cluded that aids to assist the commander in structuring information would
be of value, but that such aids would have to be flexible to accommodate
the great variability of potential decision problems and individual meth-

ods of decision-making.

Because decision analysis techniques have proved to be highly effec-
tive in structuring corporate decisions, the second phase of the SRI re-
search investigated whether elements of decision analysis might prove
useful in typical TFC decisions. To provide a realistic decision situa-
tion for experimentation, the ONRODA Warfare Scenario (131 was used.*
Experienced naval decision-makers were asked to select decision problems
from the ONRODA scenario. Decision analysts then worked with the sub-
jects to construct decision tree models of their selected problems.+ The

experimental structuring sessions were recorded, transcribed, and then

k

*The ONRODA scenario was developed by the SRI Naval Warfare Research Center

for supporting development and testing of ODA Program decision aids. For
a synopsis, see the foornote to page 63.

tSee the next section of this chapter for a description of decision tree
models.




analyzed with the objective of identifying effective structuring proce-

dures.

The major result of this research phase was a specification of the
elemental steps performed as a decision analyst structures a decision
model. The research showed that the process could be represented as a
sequential application of these elemental steps. When asked to comment
on the process, subjects indicated that the decision tree format was val-
uable, citing, for example, that it countered a current tendency for
plans to be optimized only with respect to most likely event outcomes.
The process of constructing a decision tree not only provides a more com-
prehensive evaluation of each alternative, but also was found to encour-
age the development of new alternatives. When the decision-maker was
forced to evaluate an initially preferred strategy against alternative
enemy actions, he very often was able to devise modified stratepies that
would achieve the desired outcomes of the initial strategy with fewer

significant risks.

As a final step in this phase of the research, a protocol for order-
ing the elemental steps of decision analysis was defined {14, p. 81 and
tested to determine if it might be a helpful aid in decision structuring.
The tests, conducted by members of the project team, consisted of apply-
ing the protocol to several decision problems that were concurrently
being analyzed by the SRI Decision Analysis Department. The proiect team
members then reported on what they perceived to be strengths and weak-
nesses of the protocol as a potential aid for military decision-making.

A unanimous opinion was that the structuring protocol provided useful

!
i
!
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guidance for translating decision factors into a mathematical model, but
that it failed to provide guidance for identifying the factors that
should be included in the model. Two other important limitations of the
traditional method of decision analysis were also apparent. Application
of the traditional decision analysis procedures frequently results in the
expenditure of considerable effort to model aspects of the decision
problem that have little or no impact on the decision. Furthermore, the
traditional method of analysis provides little indication of which alter-
native being analyzed is best until the final stages of the analysis.
This would be a serious drawback in any environment in which the user

might be forced to terminate analyses prematurely.

As a result of these conclusions, the objective of the third phase
of the research was to develop techniques that would help the user iden-
tify factors likely to impact the decision and that would support a
method of analysis that quickly produces a tentative solution that would

be improved through additional modeling. The resulting proceess is called

the decision tree expansion algorithm because it is based on a concept of
nrogressively expanding a decision tree. That is, an initial decision
tree model is enlarged by adding detail to those areas of the model where

additional detail is most likely to indicate an improved decision 115].

Experimental applications of the decisfon tree expansion algorithm ;
showed that improvements were required to make it a practical decision
ajd. First, a computer implementation was needed to speed and remove the

burden of manually performing the computations necessary to execute the

expansion algorithm. Second, procedures were needed to help the user




‘ develop the preliminary decision tree used to initiate the tree expansion
algorithm. The fourth phase of the research consisted of developing a
step-by-step procedure for developing an initial decision tree and imple-
menting the basic computer code for the expansion algorithm [16]. Lim-
ited developmental testing conducted during tiis phase proved highly en-
couraging. Important characteristics of the design were identified to

be:

® Flexibility--Because the computer-assisted struciuring process is
a general process for constructing a decision tree {one of the
most flexible model formats available), it may be applied to vir-
tually any decision situation.

& Efficiency--The aid provides tests that reduce necessary modeling
effort by enabling the identification of factors that do not af-
fect the decision before they are formally modeled. i

® Realism--Restrictive assumptions, such as requiring independence
of uncertainties or normal distributions for probabilities, are
not required.

® Compatibility--The aid may be used with prestructured models for
estimating decision outcomes (e.g., [6,71) to produce an inte-
grated decision aid. The integrated aid speeds decision model
construction and shows how outcome calculators may be used to

identify an optimal course of action.

The ohjective of the most recent phase of the research effort was
threefold. It has been devoted to refining the structuring process, im~

proving the design of the aid that supports the process, and completing




the implementation of the aid as an interactive computer program with

graphics.

1.3 A Review of Some Basic Structuring Devices

As noted in the previous section, the decision structuring process
evolved from elements of decision analysis methodology found effective in
experimental applications. Three fundamental elements of decision anal-
ysis play important roles in the structuring process: simulation, deci-
sion trees, and influence diagrams. To help the readers' understanding
of the structuring aid, the following subsections briefly describe each

of these elements.

1.3.1 Simulation

Fundamental to the decision analysis paradigm is the application of
.ules of logic to estimate the consequences of alternative courses of ac-
tion. The approach used is to construct a structural model, i.e., a set
of mathematical relationships that represent knowledge about the behavior
of the system impacted by the decision. The inputs to this model corre-
spond to the decisions and uncertainties in the actual situation. The
outputs of the model correspond to attributes of the decision outcome
that are important to the decision-maker. By setting each of the model's
decision variables to values that correspond to available alternatives
and each of the aleatory (uncertain) variables to values that correspond
to reasonable assumptions for the values of uncertainties, the model may
be used to produce output values that are meant to approximate the actual
outcome of the decision. Simulation is the process of estimating deci-

sion outcomes through the use of such a model.

.l A o i e




The military, especially the navy, has long recognized the value of
simulation. Simulations based on manual models consisting of chart and
tabletop game boards have been used by the Naval War College since the
beginning of this century. More recently, computer models have played an
increasing role in military simulation. The computer unquestionably of-
fers tremendous advantages in speed and convenience over the more tradi-
tional manual techniques. Nevertheless, computer models for simulation
are difficult to implement and often lack the flexibility available with
manual methods. Furthermore, computer simulation generally reguires
large software development costs and computer hardware. As a conse-
quence, manual methods are often the best choice for research and de-

velopmental purposes.

To support the development and testing of the computer-assisted
structuring process, a manual simulation device, called a simulation
board, was developed as an auxiliary aid to be used with the structuring
process. This simulation board is briefly described here. A more de-
tailed description of the rules and logic that permit the board to be

used for simulation is included in Appendix A.

The simulation board is a manual war game for simulating force move-
ments and engagement outcomes resulting from a given course of action.
The game concept is similar to SEATAG [18], a simulation game developed
at the Naval War College, and other commercially available war games (for

example, [191).

|
|
|




Figure 1 shows the playing surface fér the simulation board. The
surface is roughly 3 ft x 5 ft. The major feature on the board is a map
of the relevant geographical region in which the task force 1s situated.
Because experimental applications of the structuring process were con-
ducted with decisions from the ONRODA scenario, the current configuration
of the simulation board shows the hypothetical ONRODA Isgland and sur-
rounding area, as specified in the scenario. The board also includes
various devices and tables that are used to keep track of simulation time
and to assist in the estimation of losses resulting from combat of op-
posing military units. A grid covers the geographic region. Playing
pleces are provided to represent each force unit that may potentially
become involved in combat. The game rules (Appendix A) specify con-
straints on the movement of the game pileces and provide logic for de-
termining likely positions of force units and losses resulting from a

given own course of action and assumed enemy response.

Figure 2 shows several,of the playing pieces used with the board.
Each playing piece is a small cardboard square coded to represent the
movement capabilities and offensive and defensive strengths of a partic-
ular force unit appearing in the ONRODA scenario. The various force
strength numbers on the left-hand side of each playing piece are selected
to reflect appropriate exchange ratios. (Matching the eﬁggﬁsive and de-
fensive strengths of opposing units produces loss outcomes that are con-
sistent with published exchange ratios.) The numbers on the right-hand
side reflect the unit's speed and range capabilities, defensive stremngth,

and ability to avoid detection through the use of electronic

e o Al e e
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Base Location

Anti-Air Strength 35 1 8| Range of Movement
Anti-Surface Strength 15 4 5| Defense Strength
Anti-Sub Strength 0 F14 4 ECM

Type of Airplane
(a) Sample Air Unit

Base Location

Anti-Air Strength 14 1 4 Range of Movement
Anti-Surface Strength 14 4 Defense Strength
*
Anti-Sub Strength 28 DDG 4 ECM
Type of Ship

(b) Sample Surface Unit

Base Location

Anti-Air Strength 0 PC 2 Range of Movement

Anti-Surface Strength 4 o .2 Defense Strength
(1)

Anti-Sub Strength 3 SS 4| ECM

Type of Submarine
(c) Sample Submarine Unit

FIGURE 2 TYPICAL SIMULATION PLAYING PIECES
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countermeasures. A method of table-look-up is used to obtain probabili-

ties for possible outcomes to each combat engagement.

As described in Sections 2 and 3, the simulation board is used as an
auxiliary aid for evaluating alternatives. The user moves the game
pleces corresponding to his forces to reflect a given course of action.
He then moves enemy pleces according to potential enemy responses. Ap-
plying the rules for simulating combat and using the combat results
table, the user may estimate engagement outcomes. In practice, the user
will make small adjustments to each proposed strategy so that, when he
plays it out on the simulation board, he minimizes his likely losses for

a given level of effectiveness.

The manual implementation of the simulation board provides suffi- f
cient detail to model the complex interactions of an engagement between y
opposing naval forces and yet is flexible enough to accommodate several
different scenarios without extensive redesign. Although the board is

currently implemented as a manual system, it could be fully automated.

1.3.2 Decision Trees

As noted previously, the form of the decisior model produced by the

structuring process is a decision tree. The decision tree format was

selected because it is a general model form that has been successfully
applied to a wide variety of decision problems. Decision trees are par-

ticularly well suited to representing dynamic decisions involving uncer-

tainty, a characteristic typical of decisions facing the TFC.
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Figure 3 illustrates a decision tree model for a TFC planning deci-
sion taken from the ONRODA scenario. According to the scenario, the TFC
of Blue forces has been assigned the mission of neutralizing an enemy
attack anticipated to be launched from ONRODA airfield against a Rlue
ally.* The decision 1s whether the Blue TFC should plan to neutralize
the ONRODA airfield with an air strike or with a blockade. Important
considerations for this decision, represented in the tree, include
whether Red, which is allied with the enemy, has civilian aireraft (such
as hospital planes) on the airfield when the commander launches the air
strike and whether Red will attack the task force in retaliation for the

Blue TFC's actions.

In the decision tree format, decisions are represented by small
squares, called decision nodes, with the various alternatives shown as
lines emanating from each square. Uncertainties, such as enemy actions,
are represented in the diagram by small circles, called chance nodes.
The branches emanating from chance nodes represent the possible outcomes

to each uncertain event.

The decision and chance nodes in a decision tree are arranged ac-
cording to the sequence in which decisions must be made and in which out-
comes of uncertain events will be revealed to the decision-maker. Thus,
each path leading from left to right through the tree :epresents a dif-
ferent possible sequence of decisions and events. As an example, suppose

the commander chooses to plan an air strike. The decision tree shows

*
For a synopsis of the ONRODA scenario, see the footnote to page 63.
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Rollback Value
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FIGURE 3 DECISION TREE REPRESENTING PLANNING DECISION ‘
TAKEN FROM THE ONRODA SCENARIO :




that reconnaissance will indicate whether Red has hospital planes on the
airfield before the attack. If hospital planes are sighted, the com-
mander can either launch his air gtrike or revert to a blockade. Follow-

ing whatever action 1s chosen, Red may or may not attack the task force.

The principal value of a decision tree is that it can be solved to
obtain an optimal decision strategy. The strategy is optimal in the
sense that it maximizes expected value (or minimizes expected loss). The
first step in solving the decision tree is to provide the necessary nu-
merical inputs--probability assessments for the likelihood of the various
outcomes to uncertain events and value assessments representing the rela-
tive desirability of each path through the tree. Figure 3 shows example
probabilities under the branches from chance nodes and sample values at

the terminal points of the paths through the tree.

The next step is to compute expected values for each node in the
tree. Expected values can be obtained using a rollback procedure. The
expected value at a chance node may be obtained by multiplying each ter-~
minal value by the probability along the branch leading to that value and
adding. Similarly, if the rule is used that the decision-maker will pre-
fer the decision alternative with the highest expected value, the ex-

pected values for decision nodes can be determined.

Rolling expected values back through the decision tree in this man-
ner enables the decision strategy that maximizes expected value (or mini-
mizes expected loss) to be determined. For the example, computed ex-

pected values indicate that the optimal initial decision is to plan an

15




air strike. The optimal decision strategy 1s to execute the air strike

if no Red hospital planes are sighted and to revert to a blockade if Red

hospital planes are sighted.

Selecting decision trees as the model for decision structuring has a
number of advantages. Most importantly, as mentioned earlier, the deci-
sion tree is a general model form that can be used to represent a wide
variety of decision situations. Another advantage is that a decision
structuring process based on decision. trees is compatible with the use of
prestructured models. In a prestructured model, the relevant factors and
relationships for a specific class of situations that may be encountered
are identified and modeled in advance. These models are then programmed
on a computer and used for simulation. Within the structuring process,
prestructured models can be used for simplifying the generation of numer-
ical inputs. Specifically, models can be developed to help estimate the
probabilities associated with chance nodes, the outcomes associated with
each path through a decision tree, and the values to be assigned to the
terminal points of each path through a tree. For example, if an air
strike outcome calculator were available for estimating the military out-
cones under various strike patterns, it could be used in conjunction with

the decision tree in Figure 3 to produce an integrated decision model.

Another major advantage to structuring a decision as a decision tree
is that the methods for analyzing and solving decision trees are easily
programmed. Thus, the same computer aid that helps construct the deci-
sion tree can be used to solve it. More importantly for a decision

structuring process, a computer can be used to analyze a decision tree




structure to identify how that structure should be expanded 80 as to
improve its reliability. This idea, which lies at the heart of the

computer-assisted structuring process, is described in Sectfons 2 and 3.

1.3.3 1Influence Diagrams

Although decision trees are a convenient model form for analysis,
they are not effective for graphically portraying probabilistic dependen-
cies in the decision problem. Influence diagrams are graphical devices
specifically designed to summarize the dependencies that exist among the
variables in a decision [201. A close relationship between influence
diagrams and decision trees makes it possible in many cases to develop a
decision model in the form of an influence diagram and then to convert
the diagram to a decision tree for analysis. The advantage of beginning
with an influence diagram is that these diagrams have considerable intui-
tive appeal apparently because their graphical representations correspond

closely to the way many decision-makers conceptualize their problems.

Figure 4 shows how influence diagrams represent the dependencies
among variables. As with the decision tree, aleatory variables (repre-
senting uncertainties) are denoted by circles and decision variables are
denoted by squares. An arrow pointing from an aleatory variable A to an
aleatory variable B means that the outcome of A can influence the likeli-
hood of the various outcomes associated with B. Stated more precisely,
it means that the probability distribution assigned to B may be condi-
tioned on the outcome of A. An arrow pointing to a decision variable
from either another decision or aleatory variable means that the decision

is made with knowledge of the outcome of the decision or aleatory




THE PROBABILITES ASSOCIATED WITH CHANCE
VARIABLE B DEPEND ON THE QUTCOME OF
CHANCE VARIABLE A

e

c o
THE PROBABILITY OF CHANCE VARIABLE D ; '
DEPENDS ON DECISION C i
— -

THE DECISION MAKER KNOWS THE OUTCOME OF
CHANCE VARIABLE E WHEN DECISION F IS MADE

G el H

THE DECISION MAKER KNOWS DECISION G
WHEN DECISION H IS MADE

FIGURE 4 DEFINITIONS USED IN INFLUENCE DIAGRAMS
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variable. A connected set of squares and circles is called an influence
diagram because it shows how aleatory variables and decisions influence

each other.

Figure 5 shows an example of an influence diagram. The circles a,
b, ¢, e, g, h, i, j, k, 1, m, and o all indicate aleatory variables
whose probabilities must be assigned given their respective conditioning
influences. For example, the probability assignment for variable 1
must be conditioned upon variables f, g, and 1 and only on these var-
iables. The squares d and n represent decision variables that must
be set as a function of their respective informational influences. As an
example, the decision variable d 1is set with knowledge of variables a
and c¢ and only with these variables. Thus, the decision 4 will typi-

cally be a function of the values of a and c.

A process for constructing influence diagrams is described in deci-
sion analysis literature f211. Typically, an analyst constructs an in-
fluence diagram in an interactive interview with the decision-maker (or
technical expert designated by the decision-maker) as the subiect. Once
the subject is satisfied that the influence diagram accurately represents
the influences among the variables in his problem, the decision analyst
will attempt to translate the influence diagram to a decision tree for

processing.

To describe the conditions under which an influence diagram can be
converted to a decision tree, it is necessary to introduce some addi-

tional terminology.
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FIGURE 5 AN INFLUENCE DIAGRAM
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® The predecessor set of a node in an influence diagram is the set

of all nodes having a path (series of connecting arrows) leading
to the given node.

® The direct predecessor set of a node is the set of nodes having
an influence arrow connected directly to the given node.

® The successor set of a node is the set of all nodes having a path
leading from the given node.

® The direct successor set of a node is the set of nodes having an

influence arrow connected directly from the given node.

As an example, Figure 6 shows the composition of each of these sets in

relation to the node g.

Two conditions are required to permit an influence diagram to be
represented as a decision tree. First, the diagram must contain no
loops. A loop would indicate that a variable both influences and is in-
fluenced by another variable, a condition that cannot be represented by
the strict left-to-right ordering of variables in a decision tree. Sec-
ond, if the diagram is meant to represent a single decision-maker who
does not forget information, then the direct predecessor set of one deci-
sion must be a subset of the direct predecessor set of any subsequent de-
cision. In the influence diagram of Figure 5, decisions d and n have
mutually exclusive direct predecessor sets, (a,c) and (m). Again, be-
cause of the strict ordering of variables in a conventional decision

tree, this situation cannot be represented.
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Influence diagrams that satisfy these conditions are called decision
tree networks. Many different, but mathematically equivalent decision
trees can be constructed from an influence diagram that is a decision
tree network. The only conditions are that the decision tree must pre-
serve the ordering represented by the arrows in the influence diagram and
that the tree must not have a chance node as a predecessor of a decision
node for which it is not a direct predecessor. This would imply that the
decision could depend on the chance node, but according to the influence

diagram, this is not the case.

A procedure for constructing a decision tree from an influence dia-
gram begins with an identification of a node with no predecessors (a node
with no arrows pointing toward it). Because the diagram is assumed to be
a decision tree network, there will be no loops, and therefore at least
one node will have no predecessors. If there is a choice between deci-
sion and aleatory variables, a decision variable must be selected. The
selected variable 1s placed at the beginning (left-hand side) of the
tree, and the corresponding node is removed from the influence diagram.
The reduced diagram must contain at least one node that has no predeces-
sors, and one of these is selected. Again, if there is a choice, a deci-
sion variable must be chosen. This variable is placed in the second
level of the tree, and the corresponding aleatory variable is deleted
from the diagram. This same procedure is repeated through all levels

until all of the variables have been removed from the influence diagram.

The most significant step in the construction of a decision tree,

specifying the limitations on possible conditioning, is determined “vy the

23




influence diagram. To complete the tree, however, the possible outcome
values for each variable must be specified and probabilities quantified.
The routine process of collecting the required additional information and
constructing the tree can be reduced to an alporithm. As described in
Sections 2 and 3, such an algorithm has been developed and is contained

within the decision structuring process.

24
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2. OVERVIEW OF THE DECISION STRUCTURING PROCESS

This section presents an overview of the structuring process and its
associated aids. A more detailed description and illustration of the

process is presented in Section 3.

2.1 Three Phases of Structuring

Figure 7 illustrates the major components of the computer-aided
decision structuring process. The process has three distinct phases:
preliminary structuring, modeling, and expansion. The preliminary
structuring phase is designed to translate the unstructured problem
confronting the decision-maker into a structured problem statement ex-
pressed in outline form. The primary computer aid in this phase is
called the Computer Program for Systematic Inquiry. Next, the modeling
phase produces an initial simple decision tree model. The initial model
includes only the most important factors dentified in the preliminary
structuring phase. The primary computer aid is a Program for Influence
Diagram and Decision Tree Construction. Last comes the expansion phase.
Because the first model is likely to overlook important factors that were
not immediately apparent to the decision—maker, the expansion phase is
designed to identify and bring into the initial model additional} factors
that may affect the decision. The primary computer aid is a Program for

Decision Tree Expansion and Analysis.
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T

In addition to the primary computer aids, the process could usefully
incorporate several auxiliary aids. Auxiliary aids for outcome estima-
tion [6), probability encoding [22], and utility assessment [23] would be
especially useful. As will become clear in subsequent sections, applica-
tion of the structuring process requires the user to supply quantitative
estimates for the outcomes that might occur under various decision alter-
natives and assumptions. Naval planning officers have been trained in
various rules~of-thumb for estimating military outcomes, but providing a
large number of outcome estimates can become burdensome if calculated by
hand. In the preliminary structuring phase, a simulation board (de-
scribed in Section 1.3.1) is used as an auxiliary aid for estimating de-
cision outcomes. For use in the modeling and expansion phases, an analo-
gous, but computerized simulation device, called an outcome calculator,
is recommended. The process may be used without auxiliary aids; however,
their use is likely to improve the quality of results and significantly

reduce time requirements.

The ultimate output of the structuring process is a fully structured
decision tree model together with insights and solutions produced through
an analysis of that model. Interim outputs include a structured problem
statement and a seriles of preliminary models and solutions. Because the
decision model is improved as it is expanded to include more and more of
*he relevant decision factors, the preliminary solutions are improved as
the process is continued. Having a continuously available tentative so~
lution is valuable because the structuring process may be usefully termi-

nated at any point. The most recent model and its solution provide an

27
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approximation to the optimal decision strategy that would be produced if
the structuring process were carried out to completion. In practice, the
decision—maker will terminate the structuring process whenever he per-
ceives that the improvements to be gained from further structuring and

analysis do not warrant additional investment of his time.

2.2 Concept of Operation

Decision structuring is largely a creative activity. Although some
technical aspects of structuring can be formalized (indeed, this has been
the subject of this research), training and experience are essential for
anyone who attempts to construct models that will be used to support
decision-making. It may or may not someday be possible to develop highly
sophisticated, interactive computer programs that for practical purposes
duplicate the role of the experienced analyst. Such an aid, 1f it could
be built, would be designed to be operated by a decision—-maker who has
very little training in decision analysis. Current technology, however,

is a long way from this ideal.

Our computer-assisted decision structuring process is designed to be
implemented as a man-machine system. Figure 8 illustrates the interac-
tions among the various components. The computer aids are operated by an
analyst with a moderate level of training in decision analysis. The ana-
lyst works with the decision-maker to structure a model that reflects the
decision-maker's view of his situation. In the TFC environment, the ana-
lyst would be a member of the commander's staff, and the computer aids

would be located on his flagship.
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From the decision-maker's point of view, structuring activity con-
gists of a well-directed dialogue with the analyst. The analyst asks
specific questions regarding the commander's assessment of the situation
and suggests issues for detailed discussion. The decision-maker, in
turn, is responsible for providing (or verifying) the judgmental inputs
required for the analysis. The computer prompts the analyst with an
orderly sequence of questions and data requests for building a decision
model. The analyst enters the required data, translating or interpreting
information provided by the decision-maker, if necessary. The decision
model developed and the results of analyzing the wmodel are displayed to
the analyst, who conveys the information back to the decision-maker.

Both the prompts and the decision structure produced by the computer are
determined by analyses that the computer carries out on the basis of var-
ious data provided to it; namely, the interactive inputs provided by the

analyst and various prestructured data bases.

Prestructured data bases contain relevant information that is not
likley to change frequently. These data fall into 3 classes: informa-
tion concerning the characteristics of resources available to the
decision-maker, a value model expressing the decision-maker's willingness
to trade off one outcome attribute for another, and prestructured models
that can be used for simulation. If the decision-maker is a TFC, infor-
mation concerning his resources would include the number, type, and capa-
bilities of his various force units. The value model would describe the
relative importance of the relevant attributes of the decision outcome--

for example, willingness to trade off own force losses of various types
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for accomplishing the mission *ic - - Tresturc : red modeis would be

military outcome calcula' r«. Existir presiricts -4 decision aids, such
as the Stri: © o= laliulator ¢ ‘e Strike Timing Afd {7], and the
Emissions Contro. Planning Afa . d, witt ouly minor modifications
to their codes, be used as outcome culcularcrs. As mentioned previously,
the structuring aid can be used vithout using outcome calculators; how-
ever, the use of outcome calculators permits the structuring process to

be conducted in the most rapid and efficient manner possible.

To operate -he aid, the only prestructured data that are required
are a value model and the absolute minimum and maximum possible values
for each outcome variable contained in the value model. Appendix B de-
scribes the manner in which these data are provided to initialize the
structuring aid. Value models and their use in the structuring process

are described more thoroughly in Section 3.2.

2.2.1 Hardware Configuration

The interactive computer programs for applying the decision struc-
turing process were designed and implemented on the ODA test-bed facility
at the University of Pennsylvania. Figure 9 shows the hardware configu-
ration. As illustrated, three video screens were available for simulta-
neous display of outputs: a color monitor tied to a Grinnel display
system for representing decision trees and influence diagrams, a CONAPL
graphics terminal for alphanumeric input and output, and a Tektronix 4013
for plotting probability distributions. Available input devices con-

[}

sisted of a keyboard and track ball.
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Figure 10 shows equipment used for remote access of the test-bed
from SRI Menlo Park offices. A Ramtek 6800 was used for graphic dis--
plays, and an APL terminal (Datamedia) was used for interactive input and

output. Remote access was over the ARPANET.

2.2.2 Graphics Capability and Operation

Figures 11 through 18 provide examples of the output display formats
produced by the computer aid at various points in the structuring pro-
cess. A brief description of the operating principles of the aid are
included here to help the reader understand the manner in which a user
woula interpret and make use of the various graphic outputs. A detailed.
explanation of the structuring process and its application is presented

in Section 3.

In the preliminary structuring phase, the Program for Systematic
Inquiry is essentially an automated questionnaire with questions and user
responses displayed on the alphanumeric display terminal. The advantage
of automating the questionnaire i1s that it allows prompting detail to be
ad justed to the needs of the user. Figure 11 shows a typical display
format illustrating a point in the questionnaire where the user has the

option of requesting a "template"” of possible responses.

As described earlier, the simulation board is an auxiliary aid used
in the preliminary structuring phase to help estimate military outcomes
to alternative courses of action. Figure 12 illustrates the manner in
which the simulation board is used in conjunction with the Program for

Systematic Inquiry. The user temporarily goes “"off-line"” to operate the




FIGURE 10 EQUIPMENT USED AT SRI FOR REMOTE ACCESS

OF THE TEST-BED OVER ARPANET
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ALTERNATIVE GENERATION

B2 PREPARE A LIST OF TENTATIVE QWN COURSES OF ACTION WHICH
IF SUCCESSFUL. WILL ACCOMPLISH THE MISSION

HELP : o

B2.1 EXAMPLES OF OWN COURSES OF ACTION INCLUDE

THREATEN TO. OR ACTUALLY, WITHDRAW SUPPORT
REPOSITION FORCES

IMPROVE FORCE READINESS

CONDUCT MANEUVERS OR TRAINING EXERCISES
SHOW MILITARY FORCE

PROVIDE PERSONNEL OR SUPPLIES

BLOCKADE OR MILITARY QUARANTINE

COMMIT SEA FORCES TO COMBAT

COMMIT AIR FORCES TO COMBAT

COMMIT GROUND FORCES TO COMBAT-

o=

~— o U B W

. ©

FIGURE 11 TYPICAL ALPHANUMERIC DISPLAY
DURING THE PRELIMINARY STRUCTURING PHASE
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simulation board and then continues the program when he has completed the

simulation.
In the modeling phase, the Program for Influence Diagram and Deci- +
sion Tree Construction is used to translate the problem statement devel-

oped in the preliminary structuring phase into a simple decision model.
Figure 13 shows the initial interaction as displayed on the alphanumeric
terminal screen. The color monitor is used to display graphical repre-
sentations of the models. Figure 14 shows the manner in which the two ]

video screens are used simulataneously for constructing an influence dia-

gram. Figure 15 i1llustrates the simultaneous use of the screens for con-
verting the influence diagram to a decision tree. As part of the process
of constructing the decision tree, high, best, and low estimates are

required for different variables in the model. The computer converts

b i b e bt o e

these estimates to probability distributions that, as shown in Figure 16,
may be displayed on a graphics terminal, if available, or output on a

hard-copy plotter.

Although not visible in the black and white fllustrations of this
report, decision trees and influence diagrams are displayed using color.
For example, a color reproduction of the decision tree display in Figure
15 would show the alternative with the highest expected value (or lowest
expected cost) deroted with a blue arrow. The path‘through the tree
recommended for additional structuring--the path with highest *VOM" (for
Value of Modeling)--is highlighted in red. In this case, the highlighted

path is AIRSTRIKE followed by NO RED AT. The concept of the VOM and the
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PROVIDE A LABEL FOR THE PRIMARY DECISION UNDER
CONSIDERATION

PRIMARY DECISION: BLUE ACT
PROVIDE LABELS FGR EACH DOWN-STREAM DECISION THAT YOU
WOULD LIKE TO APPEAR IN THE INFLUENCE DIAGRAM
DOWN-STREAM DECISION 1
PROVIDE A LABEL FOR EACH CRITICAL UNCERTAINTY THAT YOU
- WOULD LIKE TO APPEAR IN THE INFLUENCE DIAGRAM.

CRITICAL UNCERTAINTY 1 RED ACT
CRITICAL UNCERTAINTY 2

FIGURE 13 TYPICAL INITIAL DISPLAY DURING THE MODELING PHASE

A
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logic behind recommending a path for additional structuring is described

in previous SRI reports [15, 16].

In the expansion phase, the Program for Decision Tree Expansion and
Analysis assists the user in identifying and adding to the initial model
other factors that may affect the decision. To accomplish this, the pro-
gram formulates questions that help the user probe specific areas of the
initial model, as illustrated in Figure 17. The areas probed are deter-
mined by the computer through sensitivity analysis. Factors identified
are tested to determine their importance, and the most important factors

‘ate added to the influence diagram and decision tree.

Figure 18 shows the display of the expanded decision tree. Again,
the results of analyzing the tree are highlighted with color--the alter-
native with the highest expected value (lowest expected cost) 1s noted
with a blue arrowhead and the path through the tree recommended for addi-
tional structuring (ATRSTRIKE followed by NO SAMS followed by NO RED AT)
is highlighted in red. This figure represents the principal output of
the structuring process--a decision tree model of the user's decision
situation and an analysis of the model including an indication of where

any additional structuring effort should be directed.

2.3 Sample Application

Table 1 gives a complete sample application of the structuring pro-
cess, showing input and output and graphic displays produced by the com—

puter aid. This example does not i1llustrate all capabilities of the aid.
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CRITICAL EVENT IDENTIFICATION

SUPPOSE YOU CHOOSE THE ALTERNATIVE “AIRSTRIKE™ AND THE
EVENT "NO RED AT OCCURS. IS THERE ANY EVENT NOT YET
INCLUDED IN THE MODEL THAT COULD CAUSE "AIR LOSS" T0
INCREASE?

YES

2. DESCRIBE THE EVENT AND PROVIDE A LABEL FORIT

EVENT DESCRIPTION: RED SAM BATTERIES 0% ONRODA
EVENT LABEL. SAMSITES

FIGURE 17 TYPLCAL INLTIAL DISPLAY DURING THE EXPANSION PHASE

)
4




RED ATK 04 -226/0

-NO ££0 AT 86 7473

PAIRS TRIKE

RED ATK .04 -193.0
NO SAMS "~ 65

ND RED ATK 96 -41/6
RED ATK 01 14470

BLOCKADE

NO RED AT 99 -52.12
(EV/VOM)

FIGURE 18 TYPICAL DISPLAY SHOWING FYXPANDED P05 0 REL STR TRuY
WITH LOWEST EXPECLTED €851 RV NI P4 «
HIGHEST VAILE W MCop. 'Y :
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Section 3 gives a more detailed illustrative application and provides a

running explanation.

2.4 Computer Program Characteristics and Current Status

The interactive computer programs for applying tbe decision struc-
turing process are written in the APL language. Each component of the
aid (Program for Systematic Inquiry, Program for Influence Diagram and
Decision Tree Construction, and Program for Decision Tree Expansion and
Analysis) can be accessed independently. Operating instructions are

given in Appendix B.

Programs were designed for execution at the ODA/University of
Pennsylvania test-bed, with graphics hardware consisting of a Grinnel

(for displaying decision trees and influence diagrams) and a CONAPL (for

interactive dialogue) (Figure 9). Much of the develoment was conducted
through remote access‘from SRI International Menlo Park offices (over the
ARPANET) using a Ramtek 6800 for graphics and a Datamedia for dialogue
(Figure 10). As currently implemented, the aid requires approximately
40,000 bytes of memory for execution. The software is capable of commu-
nicating with virtually any standard video display terminal in place of
the CONAPL or Datamedia. Modifications would be required to substitute
another color gFaphics terminal for the Grinnel or Ramtek because each
graphics terminal has its own unique set of commands for producing images

on the screen.

Because the aid normally will be run in a time-sharing computer en-

vironment, speed of execution is strongly affected by other demands being
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made on the host computer. Optimal performance is obtained by using

higher speed access lines when the aild is being used from a remote site.

High speed is a desirable feature to prevent delays during the construc-
tion of diagrams on the color monitors. The cost of using the aid as it

was implemented on the test-bed averaged approximately $30/hour.

In May 1981, support of the ODA test-bed was discontinued by the

Office of Naval Research. As a result, access of the structuring aid may 7

L

not currently be possible. Software for the aid has been saved on
machine-readable medium and could be loaded onto another host computer;

however, this would require some modifications to the software to accom-

modate the nonstandardized APL usage made necessary by the host implemen-

tation of the APL language.




3. DESCRIPTION AND DETAILED ILLUSTRATIVE APPLICATION
OF THE COMPUTER-AIDED STRUCTURING PROCESS

The purpose of this section is to present a detailed description and
illustration of the computer-aided decision structuring process. Format
and wording of queries, information requests, and computer outputs as they
exist in the current implementation are presented. To better illustrate
the use of the aid in the structuring process, an extended example is used.
Although the user input provided in the example is hypothetical, the example
is essentially a compilation of informal test applications performed during
development of the aid. For these applications, subjects were asked to

review the ONRODA Warfare Scenario and select a decision for structuring.*

*The ONRODA Warfare Scenario [13] is a hypothetical Navy strike warfare
scenario developed by the SRI Naval Warfare Research Center. It provides
detailed parameters describing credible forces, geography, environment,
and other pertinent factors for task force decision-making. The purpose
of the scenario was to support the various ODA contractors in the develop-
ment and simulated use of their decision aids.

Synopsis

The scenario principally concerns four countries: Blue, Red,
Grey, and Orange. Blue is alligned with Grey. Red is alligned with
Orange. ONRODA is an island territory of Grey. Blue has two carrier
groups in the area. Red has a number of warships nearby. Grey and {
Orange have been ideologically opposed and hostile toward one another
for some time, but a significant segment of ONRODA's population are
Orange sympathizers. A rebellion begins in Grey, and Orange responds
by capturing ONRODA Island and providing active support of the "Grey-
hawk' rebels. Blue has historically indicated that aggressive action
by Orange into the internil affairs of Grey would be unacceptable and
has asked its congress to approve unilateral support of grey if UN
action is not immediate. Simultaneously, Blue forms a carrier task
force and provides the following mission directive, "When directed,
begin operations to neutralize Orange forces and facilities on ONRODA
Island in order to defend Grey. Do not attack targets on Orange
mainland or in Orange ports. Take defensive measures to protect your
force from Orange or Red retaliations.”




e e e e e e S

Most subjects selected the TFC's planning decision.

Three type faces are used to help the reader's understanding.
Instructions, requests for data, and other information presented by the
computer are shown in bold face as they appear on the video screen or
terminal printout. User inputs are shown in italic. Everything else,
including comments and descriptions, are in the type face of this
introduction. The process is presented according to its 3 basic phases—-
preliminary structuring, modeling, and expansion--with a subsection
devoted to each. Within each subsection, a separate subsection is used

to present each function, or individual step, of the process.

3.1 Preliminary Structuring Phase

The preliminary structuring process is an elicitation procedure
designed to organize relevant factors of the decision problem and to
identify and focus attention on the most important issues. Although a
formal decision model is not constructed in this phase, concepts and
methods of decision analysis are applied to develop a structured statement

of the decision problem. Figure 19 is a flowchart showing the specific

preliminary structuring functions and the order in which they are executed.

The content of each function and, more generally, the overall approach are
designed to quickly produce results applicable to the formation of a
decision strategy, minimize input requirements, encourage a more objective
understanding of the situation by countering several recognized decision-
making errors and biases, and provide output that is consistent with the

requirements of the modeling phase.
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PR koD

UNSTRUCTURED PROBLEM

A. IDENTIFY OBJECTIVES
AND OUTCOMES

B. GENERATE ALTERNATIVES

C. EVALUATE ALTERNATIVES

D. IDENTIFY CRITICAL UNCERTAINTIES

E. SUMMARIZE RESULTS

STRUCTURED STATEMENT
OF DECISION

FIGURE 19 FUNCTIONS IN THE PRELIMINARY STRUCTURING PHASE




3.1.1 Objectives and Outcome Identification

The first function to be executed in the preliminary structuring
process is to identify the objectives of the decision and an appropriate
set of outcome variables. Hence, the principal outputs of this function

are a list of decision objectives and associated outcome variables.

Focusing initially on objectives creates the proper decision perspec-
tive and counters a common tendency to overlook classes of alternatives
by focusing too quickly on just one way to accomplish the mission. The
context is first established by reviewing the incentive for the decision
and by relating the decision to the broader objectives of the commander's

superiors.

Al: WHAT IS THE INCENTIVE OR REASON FOR THE ASSIGNED TASK?

ONRODA HAS BEEN ATTACKED AND OCCUPIED BY ENEMY ORANGE. SURVIVAL
OF GREY GOVERNMENT THREATENED BY FURTHER ORANGE AGGRESSION.

A2: WHAT ARE YOUR SUPERIOR'S OBJECTIVES?

1. SUPPORT GREY IN ITS EFFORTS TO DEFEAT THE REBEL
GREYHAWKS AND TO RESIST AN INVASION BY ORANGE.
2.

In situations where the program is expecting a list of inputs, such as
above, the user signifies that his input is complete by typing a carriage

return.

Having established the context for the decision, the user is now
asked to state a complete set of objectives. Objectives include not only
physical objectives, such as a target, but also political, economic, and

other relevant military objectives as well.
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A3: WHAT IS THE OBJECTIVE OF THE MISSION? IF THE MISSION
HAS MULTIPLE OBJECTIVES, LIST THEM.

1. NEUTRALIZE THE ORANGE AIR FORCES ON ONRODA ISLAND

2.
In this example, the user has defined his objectives too narrowly by
omitting several key objectives that may be inferred from the fleet
directive in the ONRODA scenario. For example, the commander is specif-
ically cautioned to avoid direct conflict with Red. Tests will be applied

below to ensure that omissions do not adversely affect results.

The next step is to create a list of outcome measures for assessing
the degree to which the decision outcome achieves each objective. These
measures will be a basis for selecting outcome variables for the formal
decision model to be constructed in the later phases of the structuring
process. The outcome measures should be quantifiable--quantities whose
values may be expressed by numbers. Defining outcome measures in the

preliminary structuring phase helps clarify decision objectives.

Ad: WHAT SPECIFIC, QUANTITATIVE MEASURES COULD BE USED TO
INDICATE THE DEGREE OF MISSION SUCCESS?

1. NUMBER AND TYPE OF GREY UNITS DESTROYED
2. NUMBER AND TYPE OF ORANGE AIRCRAFT DESTROYED
3.
If the user indicates he is having trouble with this question (i.e., if

he types HELP), the program presents a ''template" of possible outcome

measures:

3. HELP
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A4.1: THE FOLLOWING ARE OUTCOME MEASURES THAT MAY BE IMPORTANT
FOR JUDGING THE SUCCESS OF NAVAL TASK FORCE MISSIONS:

TIME REQUIRED TO COMPLETE MISSION

NUMBER AND TYPE OF ENEMY UNITS DAMAGED OR DESTROYED
NUMBER AND TYPE OF OWN UNITS DAMAGED OR DESTROYED
PERCENT REDUCTION IN OWN CAPABILITY

PERCENT REDUCTION IN ENEMY CAPABILITY

NUMBER OF ALLIES PUBLICLY EXPRESSING SUPPORT

W
e s s e e &

DO YOU WISH TO ADD ANY OF THESE OR OTHERS TO YOUR LIST
OF OUTCOME MEASURES? IF SO, WHAT ARE THE ADDITIONAL
OUTCOME MEASURES? i
1. NUMBER AND TYPE OF OWN UNITS DAMAGED OR DESTROYED :
2. 1
Outcome measures, in this example, now reflect the competing goals
of neutralizing Orange while avoiding own force losses, but the list is

still incomplete. The program now summarizes the objective structure and

asks the user to explicitly consider whether there are additional attri-

butes relevant to the decision that have not yet been represented by

outcome measures.

A5: YOUR ANSWERS INDICATE THE FOLLOWING HIERARCHY OF OBJECTIVES
SUPERIOR'S OBJECTIVES:
1. SUPPORT GREY IN ITS EFFORTS TO DEFEAT THE
REBEL GREYHAWKS AND TO RESIST AN INVASION
BY ORANGE
TASK FORCE OBJECTIVES:

1. NEUTRALIZE THE ORANGE AIR FORCES ON ONRODA
ISLAND

OUTCOME MEASURES:

1. NUMBER AND TYPE OF GREY UNITS DESTROYED

2. NUMBER AND TYPE OF ORANGE AIRCRAFT DESTROYED

3. NUMBER AND TYPE OF OWN UNITS DAMAGED OR
DESTROYED




IF YOU ACHIEVED DESIRED VALUES FOR EACH OF THESE OUTCOME
MEASURES, IS THERE ANY WAY THE MISSION OUTCOME COULD BE
UNDESIRABLE?

YES

In answering this question, the user must ask whether there is any way

that an outcome with low Grey losses, high Orange aircraft losses, and
low Blue losses could be undesirable. The user answered ''yes''--reasoning
that an outcome that produces a war or high probability of war with Red
would be bad, regardless of the outcome of the specific conflict between
Orange and Grey. Because the user has indicated that the current list of
outcome measures does not fully characterize the essential features for
measuring the success of the mission, the computer elicits additional
outcome measures.

WHAT QUTCOME MEASURES MUST BE ADDED TO ACCOUNT FOR THIS

ASPECT OF THE OUTCOME?

1. PROBABILITY OF BLUE/RED WAR
2. !

Newly identified outcome measures are added to the objective and !
outcome measure summary list, and the testing of the measures continues.
Since too many outcome measures significantly complicates the model,

outcome measures are tested to see if each is necessary.
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A5: YOUR ANSWERS INDICATE THE FOLLOWING HIERARCHY OF OBJECTIVES

SUPERIOR'S OBJECTIVES:

1. SUPPORT GREY IN ITS EFFORTS TO DEFEAT THE REBEL
GREYHAWKS AND TO RESIST AN INVASION BY ORANGE.

TASK FORCE OBJECTIVES:

1. NEUTRALIZE THE ORANGE AIR FORCES ON ONRODA
ISLAND

OUTCOME MEASURES:

1. NUMBER AND TYPE OF GREY UNITS DESTROYED

2. NUMBER AND TYPE OF ORANGE AIRCRAFT
DESTROYED

3. NUMBER AND TYPE OF OWN UNITS DAMAGED OR
DESTROYED

4. PROBABILITY OF BLUE/RED WAR

IF YOU ACHIEVED DESIRED VALUES FOR EACH OF THESE OUTCOME
MEASURES, IS THERE ANY WAY THE MISSION OUTCOME COULD BE

UNDESIRABLE?
e
IS THERE ANY WAY THE MISSION OUTCOME COULD BE DESIRABLE
WITHOUT ACHIEVING THESE VALUES OF THE OUTCOME MEASURES?
YES

In answering yes, the user reasoned that his mission is to neutralize the
Orange aircraft, not necessarily destroy them. Grey might be protected,
for example, by convincing Orange not to attack through making it apparent
that the effectiveness of an attack or the consequences would be very
undesirable for Orange. The user is asked to identify the nonessential

outcome measure and to redefine the measure to more accurately reflect his

true objectives.
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WHICH OUTCOME MEASURE IS NOT ESSENTIAL TO THE SUCCESS OF
THE MISSION? (IDENTIFY BY NUMBER)

2. NUMBER AND TYPE OF ORANGE AIRCRAFT DESTROYED

REDEFINE THIS OUTCOME MEASURE TO EXPRESS THE ASPECT OF THE
MISSION THAT IS ESSENTIAL TO MISSION SUCCESS.

NUMBER OF ORANGE SORTIES AGAINST GREY PREVENTED

The revised list of objectives and outcome measures is again summarized

and tested.

A5: YOUR ANSWERS INDICATE THE FOLLOWING HIERARCHY OF OBJECTIVES
SUPERIOR'S OBJECTIVES:

1. SUPPORT GREY IN ITS EFFORTS TO DEFEAT THE REBEL
GREYHAWKS AND TO RESIST AN INVASION BY ORANGE

TASK FORCE OBJECTIVES:

1. NEUTRALIZE THE ORANGE AIR FORCES ON ONRODA
ISLAND

OUTCOME MEASURES:

NUMBER AND TYPE OF GREY UNITS DESTROYED
NUMBER OF ORANGE SORTIES AGAINST GREY
PREVENTED

NUMBER AND TYPE OF OWN UNITS DAMAGED OR
DESTROYED

4. PROBABILITY OF BLUE/RED WAR

W N

IF YOU ACHIEVED DESIRED VALUES FOR EACH OF THESE OUTCOME
MEASURES, IS THERE ANY WAY THE MISSION OUTCOME COULD BE

UNDESIRABLE?
NO
IS THERE ANY WAY THE MISSION OUTCOME COULD BE DESIRABLE
WITHOUT ACHIEVING THESE VALUES OF THE QUTCOME MEASURE?
NO

Although the outcome measures now appear to be both necessary and

complete, the number of identified outcome measures (four) is fairly large,
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and some may be redundant or of little importance. If more than a total

of 3 outcome measures are listed, the following questions are asked:

A5.1: CONSIDER EACH OUTCOME MEASURE IN TURN. IDENTIFY BY
NUMBER ANY MEASURES THAT DO NOT HAVE A STRONG IMPACT
ON THE DECISION.

1.
2.

3.
4.

The user responds with a blank and a carriage return, indicating that

each outcome measure has a strong bearing on his decision.

RETAINED OUTCOME MEASURES:

w N —

4.

ARE ANY OF THESE MEASURES REDUNDANT? TWO OUTCOME MEASURES
ARE REDUNDANT IF KNOWING THE VALUE OF ONE ESSENTIALLY TELLS
YOU THE VALUE OF THE OTHER.

YES

WHICH OUTCOME MEASURES ARE REDUNDANT? (IDENTIFY BY NUMBER)
1. NUMBER AND TYPE OF GREY UNITS DESTROYED
2. NUMBER OF ORANGE SORTIES AGAINST GREY PREVENTED
The user reasoned here that if Orange sorties against Grey are prevented,
then Grey losses will, presumably, be low. The only exception might be
Grey losses caused by internal fighting between Grey government forces
and the rebel Greyhawks. Such losses are outside the scope of the

commander's current responsibility. Therefore, the two outcome measures

can be combined.

NUMBER AND TYPE OF GREY UNITS DESTROYED
NUMBER OF ORANGE SORTIES AGAINST GREY
PREVENTED

NUMBER AND TYPE OF OWN UNITS DAMAGED OR
DESTROYED

PROBABILITY OF BLUE/RED WAR

NUMBER AND TYPE OF GREY UNITS DESTROYED f
NUMBER OF ORANGE SORTIES AGAINST GREY PREVENTED
NUMBER AND TYPE OF OWN UNITS DAMAGED OR
DESTROYED

PROBABILITY OF BLUE/RED WAR
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THESE OUTCOME MEASURES WILL BE COMBINED. WHAT DO YOQU
WISH TO CALL THE RESULT?

3 NUMBER OF POTENTIAL ORANGE SORTIES

The objectives and outcome identification function is concluded with

a display of the final objectives hierarchy and a last verification of the

completeness and necessity of each outcome measure.

A5: YOUR ANSWERS INDICATE THE FOLLOWING HIERARCHY OF OBJECTIVES
SUPERIOR'S OBJECTIVES:

1. SUPPORT GREY IN ITS EFFORTS TO DEFEAT THE REBEL
GREYHAWKS AND TO RESIST AN INVASION BY ORANGE.

TASK FORCE OBJECTIVES:

1. NEUTRALIZE THE ORANGE AIR FORCES ON ONRODA
ISLAND

OUTCOME MEASURES:

1. NUMBER OF POTENTIAL ORANGE SORTIES

2. NUMBER AND TYPE OF OWN UNITS DAMAGED OR
i DESTROYED
' 3. PROBABILITY OF BLUE/RED WAR

IF YOU ACHIEVED DESIRED VALUES FOR EACH OF THESE OUTCOME
MEASURES, IS THERE ANY WAY THE MISSION OUTCOME COULD BE

UNDESIRABLE?
NO
IS THERE ANY WAY THE MISSION OUTCOME COULD BE DESIRABLE
WITHOUT ACHIEVING THESE VALUES OF THE OUTCOME MEASURES?
NO

3.1.2 Alternative Generation

The second function in the preliminary structuring process is elic-
itation of decision a.ternatives. Alternative generation in the preliminary

structuring process uses two techniques to encourage the generation of a
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complete list of alternatives. The first is the formalization of a

"devil's advocate' role for challenging and thereby expanding each currently
identified alternative. This is discussed below in the description of the
alternative evaluation function. The second technique is to supply the
commander with a list of generic alternatives. The list of generic
alternatives used in the current implementation was derived from a study

of historical decision situations compiled by CACI, Inc. [24]. By consid-
ering each generic decision type in the list, the commander can decrease

the likelihood that an effective alternative has been overlooked.

Alternative generation and the subsequent function, alternative
evaluation ;re accomplished with the aid of a simulation board (described
in Subsection 1.3.1). Figures 20 through 35 illustrate the configuration
and movement of game pieces for the sample application at various stages
of the alternative generation and evaluation functions. A key that defines

display symbols appears in Table 2.

Table 2
KEY TO SYMBOLS USED IN DISPLAYS

Blue, Grey, Orange, Red ships @ @ @ ®
Blue, Grey, Orange, Red aircraft (E\ (E\ ’6\ ’ﬁ\

Orange, Red submarines \ % Qy

With the current manual implementation of the board, simulating
movement and combat engagement is fairly time-consuming. The computer
basically serves as an automated instruction manual and workbook, with

the user going "off-1ine" to perform each instruction on the board.
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A fully automated simulation board would be much faster and couid be

fully integrated into the structuring aid.

Bl: POSITION PLAYING PIECES ON THE SIMULATION BOARD IN
ACCORDANCE WITH ASSUMED POSITIONS OF RELEVANT FRIENDLY
AND ENEMY FORCES AT THE TIME AT WHICH AN ACTION IS
CONTEMPLATED.
According to the ONRODA scenario, the commander has been ordered not
to attack Orange forces unless Orange first attacks Grey and/or the task
force. In this sample application, the commander believes an Orange attack

is imminent. Therefore, his plan is developed under the assumption that

Orange will launch an air strike against Grey at dawn.

To develop a reasonable assumption for the nature and results of an
Orange attack, the user begins by tracing out on the simulation board what
would appear to be an effective Orange attack strategy. In this application,
Orange is assumed not to attack Blue directly, but rather to launch a
massive attack directed at destroying Grey Port and the Grey defending
units. Figure 20 shows the current force locations as they appear on the
simulation board, and the arrows from Orange units indicate the presumed
Orange attack strategy. Arrows from Red units give the anticipated loca-

tions of these units, based on their current trajectories.

To aid in the evaluation of alternative Blue actions, the simulation
board may be used to estimate the initial combat results of the Orange
attack. As explained in Appendix A, combat losses are calculated incre-
mentally, based on offensive, defensive, and electronic counter measure
capabilities of opposing units. Loss of a unit can occur either as a

direct result of combat (from probability of kill factors or inability to
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retreat) or, in the case of aircraft, as a result of insufficient fuel to

permit a safe return to a friendly carrier or land airbase. 1In this
example, applying the logic for estimating initial combat results indicates
heavy losses for both sides. Figure 21 shows the force units lost and the
positions of active units as they are estimated to exist at the time at

which Blue will initiate its action.

B2: PREPARE A LIST OF TENTATIVE OWN COURSES OF ACTION
WHICH, IF SUCCESSFUL, WILL ACCOMPLISH THE MISSION.

1 AIR STRIKE ONRODA

2 AIR BLOCKADE BETWEEN GREY AND ONRODA

3. DESTROY ONRODA AIRFIELD WITH NAVAL GUNFIRE
4.

To see a template of sample alternatives, the user types HELP. After
viewing the sample alternatives, the user is given the opportunity to expand

his list:

4. HELP
B2.1: EXAMPLES OF OWN COURSES OF ACTION INCLUDE:

THREATEN TO OR ACTUALLY WITHDRAW SUPPORT
REPOSITION FORCES

IMPROVE FORCE READINESS

CONDUCT MILITARY MANEUVERS OR TRAINING EXERCISES
SHOW MILITARY FORCE

PROVIDE PERSONNEL OR SUPPLIES

BLOCKADE OR MILITARY QUARANTINE

COMMIT SEA FORCES TO COMBAT

COMMIT AIR FORCES TO COMBAT

COMMIT GROUND FORCES TO COMBAT

—
QWO NOOTEWN =

DO YOU WISH TO ADD ANY OF THESE OR OTHER ALTERNATIVES
TO YOUR LIST OF TENTATIVE ACTIONS? IF SO, WHAT ARE
THE ADDITIONAL ALTERNATIVES?

1. AMPHIBIOUS LANDING
2.
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The output of the alternative generation function is a list of

feasible alternatives for accomplishing the mission.

B3: ALTERNATIVES UNDER CONSIDERATION

AIR STRIKE ONRODA

AIR BLOCKADE BETWEEN GREY AND ONRODA
DESTROY ONRODA AIRFIELD WITH NAVAL GUNFIRE
AMPHIBIOUS LANDING

£ WMN =

3.1.3 Alternative Evaluation

The output of the alternative evaluation function is an estimate of
the likely outcomes and risks associated with each alternative course of
action. Scenario generation is used as the basis for the evaluation.
Because of their training and experience, TFCs tend to think in terms of
events and reactions to events. Thus, scenarios provide a familiar,

concise, and consistent framework for organizing the commander's thoughts.

Steps in the alternative evaluation function are designed to encourage
the TFC and the staff to generate scenarios that produce likely outcomes of
a given course of action as well as scenarios that make the action look
very bad. Generating a scenario that makes an action look very bad
accomplishes two things. First, it counteracts a general error or bias in
decision-making sometimes referred to as "mindguards." A mindguard is an
observed tendency for a decision-maker to limit or distort his world view
so as to produce a less threatening perception of a difficult situation.
The result of mindguards is usually a failure to consider adequately the
risks or negative aspects of a preferred course of action. Formalizing
a devil's advocate evaluation of each alternative causes a deliberate

attempt to be made to counteract the tendency to create mindguards.




A second value to explicitly considering unfavorable scenarios is
encouragement of alternative generation. Consideration of possible risks
inherent in a course of action challenges the commander and his staff to
devise modifications or new alternatives that achieve the same benefits
without the risks. An earlier phase of the SRI research [14] indicated
that challenging a decision-maker by pointing out specific disadvantages
or risks associated with a preferred action is an effective way to encour-
age the creation of new alternatives. For this reason, as will be seen
below, the alternative generation function is repeated after each execution

of the alternative evaluation function.

Analysis of alternatives begins with an evaluation of the course of

action that initially appears most promising to the user.

Cl: GIVEN YOUR PRESENT STATE OF KNOWLEDGE, WHICH COURSE OF

ACTION APPEARS TO HAVE THE BEST CHANCE FOR SUCCESS?
(IDENTIFY BY NUMBER)

1. AIR STRIKE ONRODA

Beginning with the initially preferred alternative ensures that the results
of the structuring process will be of value in decision-making even if the

structuring process should be interrupted before completion.

C2: ASSUME THE ALTERNATIVE "AIR STRIKE ONRODA." USING
THE SIMULATION BOARD:
1. TRACE OUT PLANNED OWN FORCE MOVEMENT AND
SIMULATE ENGAGEMENT LOSSES.

Planned own force movement for the air strike as initially traced out

by the commander (Figure 22) is as follows:
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® (CVI surface defenses consolidated
~ DD returned to CVI

- DDG and CG set up surface defense midway between
ONRODA and Industrial City

® CVII and support ships moved to position 250nmi west of ONRODA
- DD returned to CVII

- CLG to engage Orange surface defense (1xMB) on west
side of ONRODA

- DLG to engage Orange surface defense (1xMB) on northwest
side of ONRODA

© Air strike

~ CVI sends air strike (1xF1l4, 2xA7) to attack ONRODA
from southeast and to intercept any Orange reinforce-
ments arriving from Orange Port and Pier City

- CVII sends air strike (1xF1l4, 1xA6, 1xA7) to attack
ONRODA from north and to intercept Orange units
returning from attack on Grey Port.

Because the playing pieces used with the simulation board are labeled
according to corresponding unit capabilities, intended movement patterns
can be checked for feasibility in view of time/distance factors, transit
speeds, movement constraints, and offensive and defensive strength capa-
bilities. An automated version of the simulation board would actually
show the pieces moving to highlight forced deviations from the intended

movement pattern.

Simulation board logic can be used to estimate combat losses incurred
during the later period of the Orange attack on Grey Port and losses
resulting during the initial phase of the Blue air strike on ONRODA.

{
Figure 23 shows the locations of opposing forces resulting from the air i
1
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strike attack strategy, the losses estimated through combat simulation,
and the return routes taken by surviving Orange aircraft.
2. TRACE OUT ANTICIPATED ENEMY RESPONSE AND
SIMULATE ENGAGEMENT LOSSES.

Anticipated Orange reaction to the Blue air strike 1s shcwn in Figure 24.

basic assumptions are:

® Neither Orange nor Red attacks the task force directly

® Orange attempts to bring air reinforcements (1xMIG19),
(1xSU7) to ONRODA from Orange Port

® Surface units (2xTB, MB) join retreating units (MB) to
provide defense line north of ONRODA

® Orange launches second air strike against Grey Port, and
stations air blockade between ONRODA and CVII designed to
intercept and prevent return of Blue aircraft to CVII.

Movement simulation indicates that Blue units attacking ONRODA from
the southeast are not successful in blocking air reinforcements from
Orange Port. Combat simulation shows heavy losses for both Blue and
Orange at ONRODA. Although remaining Blue attacking units inflict heavy
damage to Orange aircraft protecting ONRODA, the Blue aircraft are
intercepted and destroyed during their attempted return to the carriers.
These and other estimated losses indicated by simulation are shown in

Figure 25.

In summary, simulation of the air strike alternative as initially
specified by the commander under anticipated enemy response suggests
heavy losses for Blue, Grey, and Orange. Total losses are summarized in

Table 3.
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Table 3

ESTIMATED LOSSES
INITIAL AIR STRIKE PLAN--ANTICIPATED ENEMY RESPONSE

Alrcraft Ships
Blue 2xFl4, 3xA7, 1xA6
Grey 2xF4, 1xF5, 5xA4 2xDD

Orange 7xMIG21, 3xMIG19, 4xSU7 1xMB

Although Orange's air forces are largely destroyed, Orange has
succeeded in eliminating most of Grey's air defenses and appears on

the verge of destroying Grey Port.

3. REVISE YOUR ACTION PLAN AS NECESSARY IN LIGHT
OF SIMULATION RESULTS.
In this sample application, the user elected to modify his attack strategy
in light of simulation results before proceeding further. As indicated
above, simulation has shown that attacking ONRODA from the southeast will
not be effective in preventing reinforcements from reaching ONRODA and
that the extra fuel requirements and tactical difficulties make the attack

planes more vulnerable.

Figure 26 shows the commander's revised air strike plan. The
intended movement pattern is identical to the initial strategy except:
® The attack squadron (A7) from CVI is directed at the missile
boats (2xMB) rather than at ONRODA Island
® The attack force from CVII (Fl4, 2xA6) attacks ONRODA Island
from the west rather than from the southeast.
Simulation of combat gives virtually identical initial losses to those

estimated previously. The anticipated Orange counterstrategy, shown in
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Figure 27, is also very similar to the previous case. Combat simulation
now shows, however, that both Orange missile boats are destroyed. This
provides a safe rcute that permits the remaining Blue attack planes to
return to their respective carriers (Figure 28). Total losses under the
revised plan are shown in Table 4. Comparing this with estimated losses

under the first strategy (Table 3) shows a significant improvement.

Table 4

ESTIMATED LOSSES
REVISED AIR STRIKE PLAN--ANTICIPATED ENEMY RESPONSE

Aircraft Ships
Blue 1xF14, 2xA7
Grey 2xF4, 1xF5, 5xA4 2xDD

Orange 7xM1G21, 5xSU7, 2xMIG19 2xMB

The next step in the alternative evaluation function is to evaluate
the strategy, in light of simulation results, according to each of the
outcome measures. In making this evaluation, it is important for the
user to bear in mind that the primary function of the simulation board is
to facilitate translating alternative strategies into specific actions that
are consistent with the constraints of available resources and environment.
It is not necessarily a device for forecasting outcomes. If the commander
believes the simulation board is a good representation of his real-world
situation, he may believe the estimates produced by the board are reasonably
good predictors. It is likely however, that the commander would want to
incorporate the results of simulation along with other information and
judgment to produce a mor2 comprehensive subjective assessment of the

likely consequences of each tentative course of action.
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TAKING INTO ACCOUNT ALL ASPECTS OF YOUR SITUATION, EVALUATE
THE ALTERNATIVE "AIR STRIKE ONRODA" UNDER THE ANTICIPATED
ENEMY RESPONSE

1. NUMBER OF POTENTIAL ORANGE SORTIES:

ORANGE COULD POTENTIALLY LAUNCH UP TO TWO MAJOR AIR STRIKES
AGAINST GREY BEOFRE ORANGE LOSES THE MAJORITY OF ITS AIR UNITS

2. NUMBER AND TYPE OF OWN UNITS DAMAGED OR DESTROYED:
UP TO 50% OF THE ATTACKING AIRCRAFT
3. PROBABILITY OF BLUE/RED WAR:

1 CHANCE IN 100 '

The preferred alternative has now been systematically evaluated

assuming a likely event scenario. The next step is to evaluate it

assuming a worst-case scenario.

C4: IDENTIFY SCENARIOS THAT MAKE THE ALTERNATIVE "AIR STRIKE
ONRODA" LOOK VERY BAD. SELECT THE SCENARIO OF GREATEST
CONCERN TO YOU. USING THE SIMULATION BOARD:

1. TRACE OUT ENEMY FORCE MOVEMENTS UNDER YOUR
WORST-CASE SCENARIO AND ESTIMATE ENGAGEMENT )
LOSSES. ;

The commander's main concern is his vulnerability to attack. He first

considers the possibility of an Orange attack on the task force.

The Orange movement anticipated by the commander in the event of an
attack on the task force is shown in Figure 29. Because CVI has been
positioned out of range of Orange fighters, the assumed Orange attack is
against CVII and CVI's light destroyer with guided missiles (DLG)
positioned closest to ONRODA. The air attack against CVI consists of all
ready aircraft that Orange 1is capable of launching (4xMIG21, 2xMIG19, 1xSU7,

1x1L28).
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Simulation of combat shows that the concentration of Orange forces
around ONRODA Island under an Orange counterattack results in greater
losses to the Blue attack force. Contrary to the commander's initial
fears, however, the simulation board does not indicate major ship damage
to CVII. Total losses estimated under the Orange attack are summarized

in Table 5.

Table 5

ESTIMATED LOSSES
REVISED AIR STRIKE PLAN--INITIAL WORST-CASE SCENARIO

Aircraft Ships_
Blue 2.33xF1l4, 2xA7, 1xA6 .33XDE
Grey 2xF4, 1xF5, 5xA4 2xDD

Orange 10xMIG21, 5xMIG19, 6xSU7 2xMB

Low losses to CVII occur because the commander has left one squadron
each of Fl4s and A6s to defend the carrier. These planes together with
the strong antiair capability of the ships surrounding CVII form a potent

defense against the Orange attacking aircraft.

In this sample application, the user elected to revise his worst-case
scenario in light of the above results. Although not now so concerned
about an attack solely from Orange, he is concerned about a joint attack
by Orange plus Red. He therefore traces out the movement anticipated in
the event of a Red attack, as shown in Figure 30. Movement assumptions
are:

® Red attacks CVI with its three northernmost ships (CG, DD,

and DLG)

® Red and Orange launch a coordinated attack against CVII:
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Red attacks CVII with its remaining ships and
submarines (2xSG, DD, DDG)

Red sends its long-range bomber (TU20) located at
Orange Port toward CVII and attacks from the
southwest

- Orange launches a massive air attack (4xMIG21,
2xMIG19, 1xSU7, 1xIL28) engaging EVII from the
south and east.

i XS

Positions of opposing forces and estimated losses are shown in Figure 31.

Total losses under this scenario are shown in Table 6. !

Table 6

ESTIMATED LOSSES
REVISED AIR STRIKE PLAN-~REVISED WORST-CASE SCENARIO

Aircraft Ships
Blue 2.33xF14, 3.33xA7, 1.33xA6, 1xSH .33xDE, 2xDD, .16xCVII
Grey 2xF4, 1xF5, 5xA4 .

Orange 10XMIG21, 5xMIG19, 6xSU7

It is clear from the magnitude of estimated losses that the task ‘
force is vulnerable to a coordinated Orange/Red attack. Most of the
estimated Blue ship damage is due to the submarine attack on CVII.
C5: TAKING INTO ACCOUNT ALL ASPECTS OF YOUR SITUATION, EVALUATE

THE ALTERNATIVE "AIR STRIKE ONRODA" UNDER THE WORST-CASE

SCENARIO

1. NUMBER OF POTENTIAL ORANGE SORTIES:

ORANGE COULD POTENTIALLY LAUNCH ONLY TWO MAJOR AIR STRIKES AGAINST
GREY BEFORE ORANGE LOSES THE MAJORITY OF ITS AIR UNITS

2. NUMBER AND TYPE OF OWN UNITS DAMAGED OR DESTROYED:

SIGNIFICANT DAMAGE TO CVII PLUS LOSS OR DAMAGE OF RELATED SHIPS.
LOSS OF UP TO 2/3 OF AIRCRAFT ON CVI

3. PROBABILITY OF BLUE/RED WAR:

1 CHANCE IN 10 *
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The initially preferred alternative has now been evaluated under
anticipated and worst-case event scenarios, and estimated results have

been summarized according to each outcome measure.

3.1.4 Critical Uncertainty Identification

The output of the critical uncertainty identification function is a
list of uncertainties whose probabilities should be explicitly addressed.
The approach in generating the list is to compare the most likely and
worst scenarios for the alternative under consideration. The differences
in the scenarios represent uncertain events that influence the relative
preference for the alternatives.

D1: IF A SIGNIFICANT DIFFERENCE EXISTS BETWEEN THE TWO

SCENARIOS, WHAT EVENT OR EVENTS ARE MOST RESPONSIBLE
FOR THE DIFFERENCE?
%. RED ATTACK

3.1.5 Alternative Evaluation

Having completed the evaluation of the air strike alternative, the
user is now given the opportunity to conduct a similar evaluation of his

other options.

Cl': ARE THERE OTHER ALTERNATIVE COURSES OF ACTION THAT YOu
WISH TO EXPLORE? (IDENTIFY BY NUMBER)

AIR STRIKE OF ONRODA FOLLOWED BY ORANGE/ONRODA BLOCKADE
AIR BLOCKADE BETWEEN GREY AND ONRODA

DESTROY ONRODA AIRFIELD WITH NAVAL GUNFIRE

AMPHIBIOUS LANDING

OTHER (SPECIFY)

g W=

2. AIR BLOCKADE BETWEEN GREY AND ONRODA




Paic M

..

C2: ASSUME THE ALTERNATIVE "AIR BLOCKADE BETWEEN GREY AND
ONRODA." USING THE SIMULATION BOARD:

1. TRACE OUT PLANNED OWN FORCE MOVEMENT AND
SIMULATE ENGAGEMENT LOSSES.

2. TRACE QUT ANTICIPATED ENEMY RESPONSE AND
SIMULATE ENGAGEMENT LOSSES.

3. REVISE YOUR ACTION PLAN AS NECESSARY IN LIGHT
OF SIMULATION RESULTS.

Although the commander has serious doubts about the air strike
alternative, he is not optimistic that a blockade will appear much better.
As with the air strike, the commander assumes Orange will strike Grey Port
at dawn. He does not have sufficient time to put the blockade in place
before the first attack. He is also concerned about whether he has
enough air power to turn back subsequent Orange attacks. Figure 32 shows
the movement plan that uses the commander's limited resources:

® Surface and defensive air units relied on to block

attacks against Industrial City:

- CVI and support ships moved east to a position
50-100nmi off Industrial City

- CVII moved southeast to a position midway
between ONRODA and Industrial City

- DDG and CG positioned between ONRODA and Grey
coast. DLG engages Orange missile boat to north-
west of ONRODA. DD and CLG positioned between
CVI and CVII.

® Air units used are to block attacks against Grey Port:

- Air units (1xFl14, 2xA7) from CVI and air units
(1xF14, 2xA7) from CVII stationed as primary
and secondary defenses between ONRODA and Grey Port.

As shown in Figure 33, simulation of initial losses shows the Blue air

blockade to be effective at intercepting and destroying Orange aircraft
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returning to ONRODA from the attack on Grey Port.

Anticipated Orange response as traced out by the commander is shown
in Figure 34. Again, the commander assumes that Orange will not risk
attacking the task force directly, but will attempt a second massive attack
against Grey Port. Simulation logic indicates that Orange is partially
successful in breaking the Blue air blockade. Two Orange fighter squadrons
and bombers reach Grey Port and are joined by Orange torpedo and missile
boats that join in the attack. Simulation indicates total losses shown

in Table 7.

Table 7

ESTIMATED LOSSES
BLOCKADE--ANTICIPATED ENEMY RESPONSE

Aircraft Ships :

Blue 1xF1l4, 1xA7
Grey 1xF5, 2xF4, 5xA4 2xDD ]
Orange  9xMIG21, 4xMIG19, 3xSU7, 1xTUl4 i

Comparing Table 7 loss estimates from the blockade with estimates from the
air strike alternative (Table 3) shows the blockade to result in fewer
Blue losses, greater Orange losses, and the same losses to Grey, under 1
the anticipated enemy response.
C3: TAKING INTO ACCOUNT ALL ASPECTS OF YOUR SITUATION, EVALUATE
THE ALTERNATIVE "AIR BLOCKADE BETWEEN GREY AND ONRODA" UNDER
THE ANTICIPATED ENEMY RESPONSE q
1. NUMBER OF POTENTIAL ORANGE SORTIES: |

ORANGE COULD POTENTIALLY LAUNCH UP TO TWO MAJOR AIR STRIKES AGAINST H
GREY BEFORE ORANGE LOSES THE MAJORIVY OF ITS AIR UNITS

f 2. NUMBER AND TYPE OF OWN UNITS DAMAGED OR DESTROYED:

UP T0 30% OF THE ATTACKING ATRCRAFT
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3. PROBABILITY OF BLUE/RED WAR:

1 CHANCE IN 1000

C4: TAKING THE POINT OF VIEW OF AN ENEMY COMMANDER, IDENTIFY
SCENARIOS THAT MAKE THE ALTERNATIVE "AIR BLOCKADE BETWEEN
GREY AND ONRODA" LOOK VERY BAD. SELECT THE SCENARIO OF
GREATEST CONCERN TO YOU. USING THE SIMULATION BOARD:

1. TRACE OUT ENEMY FORCE MOVEMENTS UNDER YOUR
WORST-CASE SCENARIO AND ESTIMATE ENGAGEMENT
LOSSES.
2. REVISE YOUR ACTION PLAN OR WORST-CASE SCENARIO
AS NECESSARY IN LIGHT OF SIMULATION RESULTS.
As was the case with air strike, the commaunder's major concern under
the blockade is his vulnerability to an attack by Red. The assumed attack
pattern as specified by the commander is shown in Figure 35. Movement

assumptions are:

® Red attacks CVI with its three northernmost ships
(CG, DD, and DLG)

® Red and Orange launch a coordinated attack against CVII

- Red attacks CVII with its remaining ships and
submarines (2xSG, DD, DDG)

- Red sends its long-range bomber (TU20) located at
Orange Port toward CVII and attacks Blue's southernmost
destroyer (DLG)

- Orange attacks CVII and the destroyer

- Orange launches a massive air attack (4xMIG21, 2xMIG19,
1xSU7, 1xIL28) against CVII and the destroyer.

Total losses estimated from simulation are shown in Table 8.
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Table 8

ESTIMATED LOSSES
BLOCKADE--WORST-CASE SCENARIO

Alrcraft Ships
Blue 1.16xF14, 1xA7, .33xA6, .5xSH .16xCV, .33xDLG, .5xDE, .1xDD
Grey 1xF5, 2xF4, 5xA4 2xDD

Orange 11xMIG21, 5xMIG19, 2xSU7

Lower losses for Blue result from the blockade as compared with those
from the air strike alternative. Although the disadvantage of positioning
CVII closer to ONRODA is that it allows Orange to use its missile and
torpedo boats in the attack, and advantage is that CVI is also closer to
its high-power surface units (DDG, CG, and CLG). These units, especially
the CLG, divert the attack and prevent a large fraction of the Orange units

from reaching the carrier.

C5: TAKING INTO ACCOUNT ALL ASPECTS OF YOUR SITUATION, EVALUATE
THE ALTERNATIVE "AIR BLOCKADE BETWEEN GREY AND ONRGODA" UNDER
THE WORST-CASE SCENARIO
1. NUMBER OF POTENTIAL ORANGE SORTIES:

ORANGE COULD POTENTIALLY LAUNCH ONLY TWO MAJOR AIR STRIKES AGAINST
GREY BEFORE ORANGE LOSES THE MAJORITY OF ITS AIR UNITS

2. NUMBER AND TYPE QOF QWN UNITS DAMAGED OR DESTROYED:
LIGHT DAMAGE TO CVII, LOSS OF UP TO 30% OF AIRCRAFT
3. PROBABILITY OF BLUE/RED WAR:

1 CHANCE IN 10

3.1.6 Critical Uncertainty Identification

The difference between the anticipated and worst-case scenario is,

again, the Red attack.
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D1: IF A SIGNIFICANT DIFFERENCE EXISTS BETWEEN THE
DESIRABILITY OF TWO SCENARIOS, WHAT EVENT OR ]
EVENTS ARE MOST RESPONSIBLE FOR THE DIFFERENCE?

1. RED ATTACK
2.

3.1.7 Alternative Evaluation

Cl': ARE THERE OTHER ALTERNATIVE COURSES OF ACTION THAT
YOU WISH TO EXPLORE? (IDENTIFY BY NUMBER)

AIR STRIKE ONRODA

AIR BLOCKADE BETWEEN GREY AND ONRODA
DESTROY ONRODA AIRFIELD WITH NAVAL GUNFIRE
AMPHIBIOUS LANDING

OTHER (SPECIFY)

AP WN -

NO

3.1.8 Summary of Results

Having completed the evaluation of selected alternatives and identified
major uncertainties, the program concludes the preliminary structuring
phase by presenting the user with options for reviewing the various infor-

mation that has been input.

El:  SELECT AN ITEM FROM THE MENU (INDICATE BY NUMBER):

REVIEW TASK INCENTIVE

REVIEW OBJECTIVES AND OUTCOME MEASURES
REVIEW LIST OF ALTERNATIVES

REVIEW EVALUATION OF ALTERNATIVES
TERMINATE PRELIMINARY STRUCTURING PHASE

NP

TASK INCENTIVE:

ONRODA HAS BEEN ATTACKED AND OCCUPIED BY ENEMY ORANGE.
SURVIVAL OF GREY GOVERNMENT THREATENED BY FURTHER
ORANGE AGGRESSION.
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SELECT AN ACTION FROM THE MENU (INDICATE BY NUMBER):

REVIEW TASK INCENTIVE

REVIEW OBJECTIVES AND OUTCOME MEASURES
REVIEW LIST OF ALTERNATIVES

REVIEW EVALUATION OF ALTERNATIVES
TERMINATE PRELIMINARY STRUCTURING PHASE

OBJECTIVES AND OUTCOME MEASURES
SUPERIOR'S OBJECTIVES:

SUPPORT GREY IN ITS EFFORTS TO DEFEAT THE REBEL
GREYHAWKS AND TO RESIST AN INVASION BY ORANGE.

TASK FORCE OBJECTIVES:

A. NEUTRALIZE THE ORANGE AIR FORCES ON ONRODA 1
ISLAND

OUTCOME MEASURES:

1. NUMBER OF POTENTIAL ORANGE SORTIES

2. NUMBER AND TYPE OF OWN UNITS DAMAGED OR
~ DESTROYED

3. PROBABILITY OF BLUE/RED WAR

El: SELECT AN ACTION FROM THE MENU (INDICATE BY NUMBER):

REVIEW TASK INCENTIVE

REVIEW OBJECTIVES AND OUTCOME MEASURES
REVIEW LIST OF ALTERNATIVES

REVIEW EVALUATION OF ALTERNATIVES
TERMINATE PRELIMINARY STRUCTURING PHASE

G W -

ALTERNATIVES:

1. AIR STRIKE ONRODA FOLLOWED BY BLOCKADE BETWEEN
ORANGE AND ONRODA

AIR BLOCKADE BETWEEN GREY AND ONRODA

DESTROY ONRODA AIRFIELD WITH NAVAL GUNFIRE
AMPHIBIOUS LANDING

B wnN

108

- ——— ___J‘




e e« vt e By STV Y N g

El: SELECT AN ACTION FROM THE MENU (INDICATE BY NUMBER):

REVIEW TASK INCENTIVE

REVIEW OBJECTIVES AND OUTCOME MEASURES
REVIEW LIST OF ALTERNATIVES

REVIEW EVALUATION OF ALTERNATIVES
TERMINATE PRELIMINARY STRUCTURING PHASE

N WN =

ALTERNATIVE EVALUATION:

1. AIR STRIKE ONRODA FOLLOWED BY BLOCKADE BETWEEN
ORANGE AND ONRODA

A. CRITICAL UNCERTAINTIES:
1. RED ATTACK
B. OUTCOME MEASURE ESTIMATES:
1. NUMBER OF POTENTIAL ORANGE SORTIES
ANTICIPATED:
ORANGE COULD POTENTIALLY LAUNCH ONLY TWO
MAJOR AIR STRIKES AGAINST GREY BEFORE
ORANGE LOSES THE MAJORITY OF ITS AIR UNITS.
WORST-CASE:
ORANGE COULD POTENTIALLY LAUNCH ONLY TWO
MAJOR AIR STRIKES AGAINST GREY BEFORE
ORANGE LOSES THE MAJORITY OF ITS AIR UNITS.
2. NUMBER AND TYPE OF OWN UNITS DAMAGED OR DESTROYED
ANTICIPATED:
UP TO 50% OF THE ATTACKING AIRCRAFT
WORST-CASE:
SIGNIFICANT DAMAGE TO CVII PLUS LOSS OR

DAMAGE OF RELATED SHIPS. LOSS OF UP TO
2/3 OF AIRCRAFT ON CVI.
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3.

PROBABILITY OF BLUE/RED WAR

ANTICIPATED:

1 CHANCE IN 100
WORST-CASE:

1 CHANCE IN 10

AIR BLOCKADE BETWEEN GREY AND ONRODA

A.

B.

CRITICAL UNCERTAINTIES:

1.

RED ATTACK

OUTCOME MEASURE ESTIMATES:

1.

NUMBER OF POTENTIAL ORANGE SORTIES
ANTICIPATED:

ORANGE CAN PENETRATE BLOCKADE BUT INCURS
HEAVY LOSSES WITH EACH ATTACK

WORST-CASE:

ORANGE CAN PENETRATE BLOCKADE BUT INCURS
HEAVY LOSSES WITH EACH ATTEMPT

NUMBER AND TYPE OF OWN UNITS DAMAGED OR DESTROYED
ANTICIPATED:

LOW, PROBABLE LOSS OF SEVERAL FIGHTER OR
ATTACK AIRCRAFT

WORST-CASE:

MODERATE DAMAGE TO CVII, HEAVY LOSSES TO
AIRCRAFT

PROBABILITY OF BLUE/RED WAR
ANTICIPATED:

LOW
WORST-CASE:

HIGH
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El: SELECT AN ACTION FROM THE MENU (INDICATE BY NUMBER):

1.
2.
3.
4.
5.

REVIEW TASK INCENTIVE

REVIEW OBJECTIVES AND OUTCOME MEASURES
REVIEW LIST OF ALTERNATIVES

REVIEW EVALUATION OF ALTERNATIVES
TERMINATE PRELIMINARY STRUCTURING PHASE

3.2 Modeling Phase

The modeling phase of the structuring process is designed to produce
a simple quantitative model of the user's decision problem. The form of
the decision model produced is a decision tree. As explained in Subsection
1.3.3, influence diagrams are closely related to decision trees and are
also used in the modeling phase. Although trees are a convenient model
form for analysis, experience shows that decision-makers usually find
influence diagrams easier to understand. The computer aid therefore uses
influence diagrams for communications with the user whenever less detail
is required than is captured by the decision tree. In particular, an
influence diagram is used as an interim model in the construction of the
decision tree: the user constructs an influence diagram representing his
decision problem and then relies on the computer to convert the diagram

to a decision tree.

Figure 36 shows the structuring functions carried out in the modeling

phase.

3.2.1 Problem Review

The user is first given the opportunity to reveiw the problem

statement defined in the preliminary structuring phase.
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STRUCTURED STATEMENT
OF DECISION

i
A. REVIEW DECISION

Y
B. CONSTRUCT INFLUENCE DIAGRAM

[ \
C. CONSTRUCT DECISION TREE

i
D. SUMMARIZE RESULTS

INITIAL DECISION
MODEL

{ FIGURE 36 FUNCTIONS IN THE MODELING PHASE
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Al: DO YOU WISH TO REVIEW THE RESULTS OF THE PRELIMINARY
STRUCTURING PHASE?

NO

3.2.2 Influence Diagram Construction

To begin development of the influence diagram, the user must first
define short labels for the variables to appear in graphic displays.
Bl: PROVIDE A LABEL FOR THE PRIMARY DECISION UNDER
CONSIDERATION. (ONLY THE FIRST 9 CHARACTERS OF
LABELS APPEAR IN DISPLAYS.)
PRIMARY DECISION: BLUE ACT

B2: PROVIDE LABELS FOR EACH DOWNSTREAM DECISION THAT
YOU WOULD LIKE TO APPEAR IN THE INFLUENCE DIAGRAM,

DOWNSTREAM DECISION 1:

A downstream decision is a related decision that must be made at a later
point in time and that will be made contingent on some information to be
received by that later point in time. No downstream decisions have yet
been identified in this example.
B3: PROVIDE A LABEL FOR EACH CRITICAL UNCERTAINTY THAT
YOU WOULD LIKE TO APPEAR IN THE INFLUENCE DIAGRAM.
CRITICAL UNCERTAINTY 1: RED ATK
CRITICAL UNCERTAINTY 2:
Decision variables and uncertain variables have now been defined. The

remaining step is to define the outcome variables.

As noted previously, outcome variables and the corresponding value
model indicating the relative importance of outcome variables are regarded

as inputs to be provided to the structuring aid prior to initiation of a
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structuring session. The value model is treated as a prestructured

input because it has broader applicability than the current decision of !
concern. In fact, an important purpose of an explicit value model is

that its uniform application across a variety of problems provides consis-
tency in trade-off judgmefits. Logically, then, the value model might be
specified and provided to the TFC by his superiors, perhaps, at the time

his orders are delivered. The staff analyst could then input the value

e e

,

model during the initialization of the computer program. If it is found
desirable to provide the user with greater flexibility in defining the
value model, computer programs designed to assist in the model development

could be easily added to the aid. A number of computer programs for

S e e e, e bt T

assisting the elicitation of a value model already exist. (See, for

example [23].)

The value model used in most of the applications of the aid to date
is a utility function for the ONRODA scenario derived from previous
research.* The value or utility of the decision outcome is expressed as
a function of four variables representing (1) the degree to which Orange
forces on ONRODA have been successfully '"neutralized,”" as ordered in the

Fleet Directive, (2) the likelihood that the Blue action will precipitate

*The reference 1s to initial research conducted by SRI under the ODA
program. As described in Section 1.2, to help identify aspects of decision
analysis that might be usefully applied to assist naval task force
decision-making, a series of sample decision analyses were conducted in
which subjects were asked to play the role of the TFC described in the
ONRODA scenario. Although the analyses addressed different decisions, in
all cases value models were required that specified the TFC's willingness
to sacrifice his own forces to obtain mission objectives. To obtain these
value models, value encoding techniques developed in previous research by
SRI were applied. The particular value model given here was obtained in a
sample analysis in which the subject was J. Victor Rowney, a retired Opera-
tions Officer in the U.S. navy and coautlior of the ONRODA Warfare Scenario.
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a Blue/Red war, (3) the losses sustained to Blue surface units, and (4) the

losses sustained to Blue air units. Specifically, outcome value, V, is

assumed to be given by the linear, additive equation:

V=-0.003z - 912w - 7y - x s

where

z = the number of successful sorties that Orange could launch
from ONRODA against Grey during the 12-week period follow-
ing initiation of the Blue action (measures degree of
"neutralization'" achieved)

w = the TFC's subjective probability that Blue and Red will ‘
declare war during the 12-week period immediately follow-
ing initiation of his action (measures risk of war)

y = 2.5 times the fraction of Blue cruiser capability lost
plus 25 times the fraction of carrier capability lost
(this can be interpreted as the total carrier and cruiser
ship damage suffered as a result of the Blue action expres-
sed in destroyer ship equivalents)

x = 6 times the number of Fl4s lost, plus 3 times the number
of A6s lost, plus the number of A7s lost (this can be
regarded as a measure of total Blue air losses resulting
from the Blue action expressed in A7 aircraft equivalents).

The user is given the opportunity to seclect the outcome variables

that he would like to be included in his decision model from those contained

in the available value model.

B4: OUTCOME MEASURES AVAILABLE IN THE VALUE MODEL ARE:

1. NUMBER OF POTENTIAL ORANGE SORTIES AGAINST GREY
DURING THE NEXT 12-WEEK PERIOD (SORTIES)

2. PROBABILITY THAT BLUE AND RED WILL DECLARE WAR
DURING THE NEXT 12-WEEK PERIOD (PROB WAR)

3. FRACTION OF BLUE CARRIER AND CRUISER CAPABILITY
DESTROYED (SHIP LOSS)

4. NUMBER AND TYPE OF BLUE FIGHTER AND ATTACK
AIRCRAFT DESTROYED (AIR LOSS)
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INDICATE BY NUMBER THE OUTCOME MEASURES THAT YOU WOULD
LIKE TO APPEAR IN THE INFLUENCE DIAGRAM.

1, 2, 3, 4
OUTCOME MEASURES WILL BE:

SORTIES

PROB WAR

SHIP LOSS
AIR LOSS

W=

B5: DECISIONS, CRITICAL UNCERTAINTIES, AND OUTCOME MEASURES
ARE REPRESENTED BY THE VARIABLES SHOWN IN THE DISPLAY.
SPECIFY THE INFLUENCES AMONG THESE VARIABLES.

The display as it appears at this point in the sample application is
shown in Figure 37. Although not shown in the figure, variables are
color-coded. Decision variables are shown in blue, uncertain variables
in red, and outcome variables in yellow. Explanation of how to specify

influences may be obtained by typing HELP.

HELP
B5.1: THE INFLUENCE DIAGRAM IS DEFINED USING THE IDENTIFIERS
ASSIGNED TO THE VARIABLES IN THE DISPLAY (E.G., A, B,
. . ). TO SPECIFY THAT 'A' INFLUENCES 'B' FOR EXAMPLE,
TYPE:
IA_>BI
OTHER POSSIBLE RESPONSES INCLUDE:

‘A > B > C'" WHICH MEANS 'A' INFLUENCES 'B'
AND 'B' INFLUENCES 'C'

it

‘A > B, C' WHICH MEANS 'A' INFLUENCES 'B'
AND 'A' INFLUENCES 'C'

INFLUENCES MAY BE REMOVED BY USING THE SYMBOL'#' IN
PLACE OF '»'. MORE THAN ONE PHRASE MAY APPEAR ON ONE
LINE IF THEY ARE SEPARATED BY ';'. A BLANK LINE TER-
MINATES THE INFLUENCE DIAGRAM DEFINITION.
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( s.ReDACT ) | ;

A. BLUE ACT

( F. AIR LOSS )

( E. SHIP LOSS)

FIGURE 37 DISPLAY PRESENTED TO SYSTEM USER
DURING CONSTRUCTION OF INFLUENCE DIAGRAM
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B5: DECISIONS, CRITICAL UNCERTAINTIES, AND OUTCOME
MEASURES ARE REPRESENTED IN THE DISPLAY. SPECIFY
EACH OF THE INFLUENCES.

A4 > B,C,E,F; B ~ D,E,F;

Figure 38 shows the resulting display. As can be seen by the arrows,
the user has specified that air and ship losses depend on both the Blue
action and on whether or not Red attacks the task force. The number of
potential Orange sorties depends only on Blue action, and the probability
of war depends only on whether Red attacks the task force. Whether or

not Red attacks, however, depends on the Blue action.

3.2.3 Decision Tree Construction

Not all influence diagrams can be represented as decision trees.
Those that can are called decision tree networks and satisfy a specific
set of conditions, as described in Subsection 1.3.2. 1In this structuring
function, the computer checks to see if the influence diagram is a decision
tree network. If it is not, the computer indicates the difficulty to the
user. In this application, the influence diagram is a valid decision tree
network. To convert the diagram to a tree, possible "states" are elicited
for each variable (alternatives for decisions, outcome values and proba-
bilities for each uncertainty). The computer begins with the "earliest"
decision variable in the diagram--one that has no other variables influ-

encing it. Therefore, possible states for BLUE ACT are first established.
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A. BLUE ACT

D. PROB WAR

FIGURE 38 INFLUENCE DIAGRAM FOR SAMPLE APPLICATION




Cl: PROVIDE A LABEL FOR EACH ALTERNATIVE UNDER CONSIDERATION
FOR THE DECISION "BLUE ACT".

ALTERNATIVE 1: AIRSTRIKE
ALTERNATIVE 2: BLOCKADE
ALTERNATIVE 3:

Next, states for each subsequent variable are elicited.

C2: PROVIDE A LABEL AND PROBABILITY FOR EACH POSSIBLE OUTCOME !
TO THE UNCERTAINTY LISTED BELOW UNDER EACH ASSUMPTION. A i
BLANK LABEL WILL INDICATE THAT ALL OUTCOMES HAVE BEEN ;
SPECIFIED.

ASSUMPTION: "BLUE ACT" = "AIR STRIKE"
POSSIBLE QUTCOMES FOR THE UNCERTAINTY “RED ACT":

OUTCOME 1: RED ATK
PROBABILITY: .04

OUTCOME 2: NO RED AT
PROBABILITY: .96

QUTCOME 3:
ASSUMPTION: "BLUE ACT" = "BLOCKADE" , ]
POSSIBLE OUTCOMES FOR "RED ACT"

OUTCONE 1:  RED ATK
PROBABILITY: .01 1

OUTCOME 2: NO RED AT
PROBABILITY: .99

OUTCOME 3: !

The computer formulates and orders these questions based on the form

of the influence diagram, and the design is such that only the minimum

T
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number of requests for information are made.* Thus, for example, if a
variable for which outcomes are being assessed does not have an influencing
arrow leading from another variable, then the computer does not ask for
outcomes and probabilities conditioned on values for that variable. The
computer now displays the structure of the decision tree (see Figure 39).
To complete the tree, values must be assigned to each outcome
measure for each path through the tree. The computer asks the user to
enter best, low, and high estimates for the expected value of each of the
outcome measures that have been specified for evaluating the decision.
C3: EACH PATH THROUGH THE DECISION TREE CORRESPONDS TO A SCENARIO.
ENTER YOUR BEST, LOW, AND HIGH ESTIMATES FOR THE EXPECTED
VALUES OF EACH OUTCOME MEASURE UNDER EACH SCENARIO. IF YOQUR
ESTIMATES FOR A GIVEN SCENARIQO ARE THE SAME AS SPECIFIED IN A

PREVIOUS SCENARIO, TYPE "USE X", WHERE X IS THE NUMBER OF THE
PREVIOUS SCENARIO.

SCENARIO 1: "BLUE ACT" = "AIRSTRIKE"
“RED ACT" = "RED ATK"
A. "SORTIES"  (BEST, LOW, HIGH EST.): 156, 108, 204
B. "PROB WAR" (BEST, LOW, HIGH EST.): .1, .01, .2
C. "SHIP LOSS"
"CG" (BEST, LOW, HIGH EST.): .1, 0, .5
ney" (BEST, LOW, HIGH EST.): 7, .5, 1.1
D. "AIR LOSS"
"F14"  (BEST, LOW, HIGH EST.): 12, 8, 24
na7" (BEST, LOW, HIGH EST.): 12, 8, 36
"AG" (BEST, LOW, HIGH EST.): 8, 4, 18

* As described in Subsection 1.3.2, variables are addressed in the order
in which they appear in the influence diagram. Thus, all of the prede-
cessors to a variable (variables with arrows leading to the variable under
consideration) will have had their possible states specified before the
states of the new variables are requested. To specify the states of the
new variable, the immediate predecessors (variables with arrows going
directly to the variable under consideration) are set equal to each
possible specification of their states, in turn.
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SCENARIO 2: "BLUE ACT" = "AIRSTRIKE"
"RED ACT" = "NO RED AT"
A. "SORTIES" (BEST, LOW, HIGH EST.): 156, 108, 204 (Y/N?)y
B. "PROB WAR" (BEST, LOW, HIGH EST.): .01, .001, .02
C. "SHIP LOSS"
"ce" (BEST, LOW, HIGH EST.): 0, 0, 0
"cv" (BEST, LOW, HIGH EST.): 0, 0, 0
D. "AIR LOSS"
"F14" (BEST, LOW, HIGH EST.): 8, 2, 16
"A7" (BEST, LOw, HIGH EST.): 8, 2, 24
"AG" (BEST, LOW, HIGH EST.): 4, 2, 12
SCENARIO 3: "BLUE ACT" = "BLOCKADE"
"RED ACT" = "RED ATK"
A. "SORTIES"  (BEST, LOW, HIGH EST.): 168, 120, 204
B. "PROB WAK" (BEST, LOW, HIGH EST.): .1, .01, .2 (Y/N?)y
C. "SHIP LOSS"
"ce" (BEST, LOW, HIGH EST.): wsr 1
v (BEST, LOW, HIGH EST.): .5, .1, 1
D. "AIR LOSS"
"F14" (BEST, LOW, HIGH EST.): 12, 8, 16
"A7" (BEST, LOW, HIGH EST.): USE 1
A" (BEST, LOW, HIGH EST.): USE 1
SCENARIQO 4: "BLUE ACT" = "BLOCKADE"
"RED ACT" = "NO RED AT"
A. "SORTIES" (BEST, LOW, HIGH EST.): 168, 120, 204 (Y/N?)Y
B. "PROB WAR" (BEST, LOW, HIGH EST.): .01, .001, .02 (Y/N?)y
C. "SHIP LOSS"
"CG" (BEST, LOW, HIGH EST.): USE 2
"Ccy" (BEST, LOW, HIGH EST.): usrk 2
D. "AIR LOSS"
"F14" (BEST, LOW, HIGH EST.): 6, 2, 10
“A7" (BEST, LOW, HIGH EST.): 6, 2, 18
"AG" (BEST, LOW, HIGH EST.): 2, 0, 12

Notice in the above that the computer simplifies data input require-
ments by again using the influence diagram to identiiy when conditioning
information is and is not important. When the influence diagram shows an
out:ome variable not to be influenced by a model variable, the computer
does not repeat the request for outcome estimates for each value of that

model variable. 1Instead, it merely asks the user to confirm that the
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previously entered values are appropriate. For example, Scenario 1 is
identical to Scenario 2 except that Red attacks in the first scenario and
not in the second. The influence diagram shows that "SORTIES" does not
depend on "RED ACT." Therefore, when requesting estimates for the outcome
"SORTIES" in Scenario 2, the computer prints the outcome values that were
input for Scenario 1 and asks the user to confirm with a "Y" that these

same estimates hold for Scenario 2.

The final step in the Modeling Phase is to solve the decision tree
and to identify the path through the tree whose uncertainty is most
critical to the decision. To accomplish this, the computer first fits i
probability distributions to the outcome measure estimates. (Fitted
distributions may be displayed as was shown in Figure 16.) The fitting
method is based on splines and is such that the best estimate is the
median, the low and high estimates are the 10% and 90% points of the
fitted distribution, and the 0% and 100% points on the distribution are
the absolute minimum and maximum values specified by the domain of the
value function. The computer then calculates the distribution on overall
outcome value for each path through the tree, solves the tree to identify
the decision strategy that maximizes expected value, and then calculates
the value of resolving uncertainty in outcome value for each path through
the tree (using the usual value of information calculation [25])). The
value of further modeling for a given path through the tree is defined as 1
the expected value of eliminating the outcome uncertainty associated with

that path.*

*A description of the computation and the logic behind it is given in
previous SRI reports [15, 16] and is not repeated here.

123




el

S e L TTe W e

S

e ey W

Figure 39 illustrates the manner in which the computer summarizes
results. The display shows the decision tree and the decision strategy
with the highest expected value and indicates the value of further modeling
at each node in the decision tree. The value of further modeling ascigned
to a given node is the value (expressed in units of the value function) of
eliminating residual outcome uncertainty given the events represented by
the branches leading to that node. The computer highlights the path with

the highest value of further modeling by coloring this path red.

3.2.4 Summary of Results

The program concludes the modeling phase by presenting the user the

option to review the various elements of the decision model.

D1: SELECT AN ITEM FROM THE MENU (INDICATE BY NUMBER):

REVIEW INFLUENCE DIAGRAM

REVIEW DECISION TREE

REVIEW OUTCOME MEASURE ESTIMATES
TERMINATE MODELING PHASE

2w N

OUTCOME MEASURE ESTIMATES:

SCENARIO 1: "BLUE ACT" = "AIRSTRIKE"
"RED ACT" = "RED ATK"
BEST LOW HIGH
ESTIMATE  ESTIMATE  ESTIMATE

A. "SORTIES" 156 108 204
B. "PROB WAR" .1 .01 .2
C. “SHIP LOSS"

“CG" .1 0 .5

"o 1 .5 1.1
D. "AIR LOSS"

"F14" 12 8 24

"AT7" 12 8 36

lIA6II 8 4 18
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BLUE ACT RED ACT

RED ATT .04 -193/2

AIRSTRIKE -47/22

NO RED ATT .96 -41/22

-47/22

RED ATT .01 -144/0

LBLOCKADE -53/12

NO RED AT .99 -52/12
(EV/VOM)

FIGURE 39 DECISION TREE FOR SAMPLE APPLICATION
AS DISPLAYED IN THE MODELING PHASE
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REVIEW INFLUENCE DIAGRAM
REVIEW DECISION TREE
REVIEW OUTCOME MEASURE ESTIMATES
TERMINATE MODELING PHASE

SCENARIO 2: "BLUE ACT" = "AIR STRIKE"
"RED ACT" = "NO RED AT"
BEST LOW HIGH
ESTIMATE  ESTIMATE  ESTIMATE
A. "SORTIES" 156 108 204
B. "PROB WAR" .01 .001 .02
C. "SHIP LOSS"
"cGg" 0 0 0
“cv 0 0 0
D. "AIR LOSS"
"F14" 8 2 16
“A7" 8 2 24
“po" 4 2 12
SCENARIO 3: "BLUE ACT" = "BLOCKADE"
"RED ATK" = "RED ATK"
A. "SORTIES" 168 120 204
B. "PROB WAR" .1 .01 .2
C. "SHIP LOSS"
"cGg" .1 0 .5
"cv" .5 .1 1
D. "AIR LOSS"
"F14" 12 8 24
“A7" 12 8 36
"A" 8 4 18
SCENARIO 4: "BLUE ACT" = "BLOCKADE"
"RED ATK" = "NO RED AT"
A. "SORTIES" 156 108 204
B. "PROB WAR" .01 .001 .02
C. "SHIP LOSS"
"cg" 0 0 0
“cv 0 0 0
D. "AIR LOSS"
"F14" 6 2 10
"A7" 6 2 18
“A6" 2 0 12
SELECT AN ITEM FROM THE MENU (INDICATE BY NUMBER):




3.3 Expansion Phase

In the expansion phase, the simple decision model produced in the
modeling phase is expanded to include additional factors that affect the
decision. The computer aid serves two purposes in this phase. First, it
assists the user in identifying critical events that have thus far been
omitted from consideration. Second, it simplifies model expansion by
providing tests to eliminate newly identified events whose explicit
consideration will not significantly affect the decision and, as in the
modeling phase, by simplifying the construction of influence diagrams and
the construction and evaluation of decision trees. Figure 40 shows the

functions executed in the expansion phase.

3.3.1 Problem Review

The user is first given the opportunity to review the current model.

Al: DO YOU WISH TO REVIEW THE RESULTS OF THE MODELING PHASE?

NO

3.3.2 1ldentification of Critical Events That Have Been
Omitted from Analysis

To ald the user in the identification of critical events, the computer

composes questions that focus on areas of the current model where the
VOM (value of modeling) is the highest. The computer generates the
questions by computing the sensitivity of the decision to the uncertainty
in each outcome variable for the path through the tree with the highest
value of modeling. (See Ref. [15].) In this example, there are four

outcome variables: the number of potential Orange sorties following Blue

action, the probability of Blue/Red war, Blue ship losses, and Blue

. L .




INITIAL DECISION
MODEL

Y
A. REVIEW DECISION

oy

Y
k B. IDENTIFY OMITTED EVENTS

C. TEST IDENTIFIED EVENTS

/
D. EXPAND DECISION TREE

e

Y
E. SUMMARIZE RESULTS

Y
EXPANDED DECISION
MODEL

FIGURE 40 FUNCTIONS IN THE EXPANSION PHASE
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aircraft losses. Sensitivity analysis shows that uncertainty on Blue

aircraft losses contributes most to the high VOM for this example. 5ince

the path through the tree with the highest VOM is air strike followed by

no Red attack and aircraft loss is the most sensitive outcome variable,

the computer generates the following question designed to help identify

missing events:

SUPPOSE YOU CHOOSE THE ALTERNATIVE "AIRSTRIKE" AND THE
EVENT "NO RED AT" OCCURS. IS THERE ANY EVENT NOT YET
INCLUBED IN THE MODEL THAT COULD CAUSE "AIR LOSS" TO

INCREASE? (A VALUE OF 58 WOULD BE SUFFICIENT TO PRODUCE |
A DECISION SWITCH) '

Bl:

YES

In this sample application, the user identified an event that could

lead to significantly larger aircraft losses. The event is that Red may

have installed sophisticated antiaircraft surface-to—air missile (SAM)

batteries on ONRODA Island. If this is the case, more planes would be

lost in the attack against ONRODA than originally estimated. If the ser

had been unable to identify an event that could cause aircraft losses to

be significantly higher, i.e., if he had answered NO, the computer would

have composed a similar question based on the second most sensitive out-

come variable (probability of Blue/Red war, in this case). Additional

questions are composed in this way (continuing with the path through the

tree with the second, third, etc., highest value of modeling) until a new

event 1s successfully identified.

Because the answer is affirmative, the computer requests a descrip-

tion and a short label for the newly identified event.
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B2: DESCRIBE THE EVENT AND PROVIDE A LABEL FOR IT. (ONLY
THE FIRST 9 CHARACTERS OF LABELS WILL APPEAR IN DISPLAYS.)

EVENT DESCRIPTION: RED SAM BATTERIE., ON ONRODA
EVENT LABEL: 5AM SITES

3.3.3 Event Testing

Each event proposed for addition to the decision tree is tested to
determine if its addition might have sufficient impact on the model to
influence results. Testing newly identified events before including them
in the model avoids modeling effort in those cases where the effort would
not affect the recommended decision strategy. Because of thc many outcome
assessments that are typica’ly required, adding events to the decision
tree can be time-consuming. [he most basic test is to ask whether the
user would alter his decision if he knew for certain the event would

occur:

Cl: IF YOU KNEW FOR SURE THE EVENT "SAM SITES" WOULD
OCCUR, WOULD YOU LIKELY PREFER SOME ALTERNATIVE
OTHER THAN "AIRSTRIKE"?

YES

If the user would not alter his decision under certainty, there is
no point to adding the new event to the decision model--iregardless of its

probability, the event will not affect the recommended alternative.

The second test is to see if the event has sufficient impact on
outcomes, in view of its probability, to affect the decision. To minimize
the number of dat: requests, the user is first asked to indicate which
scenarios and which outcome variables the newly identified event affects,
and revised outcome estimates are then requested only for those outcome

variables and scenarios.
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C2: WHICH OF THE FOLLOWING SCENARIOS MIGHT BE SIGNIFICANTLY
AFFECTED BY THE EVENT "SAM SITES"? (INDICATE BY NUMBER)

1. SCENARIO 1: "BLUE ACT" = "AIRSTRIKE"
"RED ACT" = "RED ATK" ;
{
2. SCENARIO 2: "BLUE ACT" = "AIRSTRIKE" !
"RED ACT" = "NO RED AT"
3. SCENARIO 3: “BLUE ACT" = "BLOCKADE"
"RED ACT" = "RED ATK"
4. SCENARIO 4: “BLUE ACT" = "BLOCKADE"
"RED ACT" = "NO RED AT"

1, 2

WHICH OUTCOME MEASURES MIGHT BE SIGNIFICANTLY AFFECTED
BY THE EVENT "SAM SITES"? (INDICATE BY NUMBER)

1. "SORTIES"

2. "PROB WAR"
3. "SHIP LOSS"
4. "AIR LOSS"

The test estimates the probability of the event and the magnitude of the

impact of the event on the outcome measures.

ROUGHLY, WHAT IS THE PROBABILITY OF THE EVENT "SAM SITES"?

IF YOU KNEW FOR CERTAIN THE EVENT “SAM SITES" WOULD OCCUR,
INDICATE HOW YOQUR ESTIMATES OF THE QUTCOMF MEASURES WOULD
CHANGE UNDER EACH SCENARIO. (INDICATE BY NUMBER)

SCENARIO 1: "“"BLUE ACT"
"RED ACT"

"AIRSTRIKE"
"RED ATK"

THE CURRENT ESTIMATE FOR "AIR LOSS" IS: 48
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IF THE EVENT "SAM SITES" OCCURS, THE VALUE
WOULD BE:

MUCH LOWER (LESS THAN 16)*

LOWER (BETWEEN 16 AND 39)

ABOUT THE SAME (BETWEEN 39 AND 59)
HIGHER (BETWEEN 59 AND 90)

MUCH HIGHER (ABOVE 90)

G B W N =

SCENARIO 2: "BLUE ACT"
"RED ACT"

"AIRSTRIKE"
"NO RED AT"

THE CURRENT ESTIMATE FOR "AIR LOSS" IS: 22

IF THE EVENT "SAM SITES" OCCURS, THE VALUE
WOULD BE:

MUCH LOWER (LESS THAN 6)

LOWER (BETWEEN 6 AND 15)

ABOUT THE SAME (BETWEEN 15 AND 30)
HIGHER (BETWEEN 30 AND 49)

MUCH HIGHER (ABOVE 49)

QW N -

The user has indicated that the event SAM SITES is relevant only under !
the air strike alternative and that in this case only his aircraft losses
will be affected. Specifically, the occurrence of SAM SITES will likely

result in aircraft losses moderately higher than originally estimated.

The computer now solves the decision tree assuming that with proba-
bility .3 the impacted outcome measures take on values from the ranges

that have just been defined, and all other outcome measures take on

*The ranges appearing in this question are derived from the probability
distribution that has been fit to the outcome measure. Specifically, the
ranges are, respectively, the 10% tail, the 107% to 35% interval, the 35%
to 65% interval, the 65% to 90% interval, and the 907 tail.
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conservative values near the means of their respective probability distri-
butions.* If the currently optimal alternative, AIRSTRIKE, proves not to
be the alternative with the highest expected value, there is a reasonable
chance that expanding the tree to include the new event may result in a
different recommended alternative, and the user is informed that the event
should be added to the decision tree.

C3: ANALYSiS INDICATES THAT RELIABILITY OF THE DECISION

MODEL WILL BE IMPROVED IF THE DECISION TREE IS
EXPANDED TO INCLUDE THE NEW EVENT.

3.3.4 Expanding;ﬁhe Decision Tree
S

As in the modeling phase, influence diagrams are used to simplify
the development of an expanded decision tree. The first step in the
expansion function is to identify each new event that should be added to
the existing model.

D1: PROVIDE A LABEL FOR EACH NEW CRITICAL UNCERTAINTY THAT

YOU WOULD LIKE TO BE ADDED TO THE INFLUENCE DIAGRAM.
CRITICAL UNCERTAINTY 1: SAM SITES
CRITICAL UNCERTAINTY 2:
Experimental applications have shown that consideration of newly identified
events often results in the spontaneous creation of new alternatives or
contingency plans for mitigating the adverse consequences associated with

that event [14]. Therefore, the user is given the opportunity to specify

*To reduce the chance of incorrectly identifying an event as unimportant,
conservative values are selected. For impacted outcome measures, the
extreme end value of the specified range is selected unless the specified
range is MUCH LOWER or MUCH HIGHER, in which case the absolute minimum or
absolute maximum would be selected, respectively. For nonimpacted outcome
measures, the most conservative high or low value from the ABOUT THE SAME
range (357 or 65% point on the distribution) 1is selected.
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a contingency or downstream decision to be made should the event occur.

In this sample application, however, the user believes that the occurrence

of the event SAM SITES would not cause him to face any additional decisions.
D2: PROVIDE LABLES FOR EACH DOWNSTREAM DECISION THAT

YOU WOULD LIKE TO BE ADDED TO THE INFLUENCE DIAGRAM.
DOWNSTREAM DECISION 1:

The computer draws the existing influence diagram and newly proposed
variables (Figure 41) and asks the user to specify arrows showing the
influences on or resulting from the new variables (Figure 42):

D3: SPECIFY THE INFLUENCES BETWEEN THE NEW VARIABLES AND
THE VARIABLES IN THE EXISTING INFLUENCE DIAGRAM.

G~ F

Converting the influence diagram to a decision tree proceeds exactly

as in the Modeling Phase.

D4: PROVIDE A LABEL AND PROBABILITY FOR EACH POSSIBLE OUTCOME
TO THE UNCERTAINTY LISTED BELOW UNDER EACH ASSUMPTION AS

REQUESTED. A BLANK LABEL WILL INDICATE THAT ALL OUTCOMES
HAVE BEEN SPECIFIED.

POSSIBLE OUTCOMES FOR THE UNCERTAINTY "SAM SITES":

OUTCOME 1: SAMS
PROBABILITY: .35

OUTCOME 2: NO 54MS
PROBABILITY: .65

OUTCOME 3:

(See Figure 43 for a display of the tree structure.)
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D5:

YES

DO YOU WISH TO REVIEW PREVIOUS OUTCOME ESTIMATES
BEFORE UPDATING THESE ESTIMATES?

OUTCOME ESTIMATES:

Om >

O w3

OO

SCENARIO 1: "BLUE ACT" = "AIRSTRIKE"
“RED ACT" = "RED ATK"
BEST LOW HIGH
ESTIMATE ESTIMATE  ESTIMATE
"SORTIES" 156 108 204
"PROB WAR" 1 .01 .2

. "SHIP LOSS"

"CG" .1 0 .5
"Ccv" 1 .5 1.1

. "AIR LOSS"

"F14" 12 8 24

"A7" 12 8 36

"A6" 8 4 18
SCENARIO 2: "BLUE ACT" = "AIRSTRIKE"
"RED ACT" = "NO RED AT"

"SORTIES" 156 108 204

"PROB WAR" .01 .001 .02

. "SHIP LOSS"

"CG" 0 0 0
"ev! 0 0 0
. "AIR LOSS"
|IF14|I 8 2 16
"AT7" 8 2 24
ICA6II 4 2 12
SCENARIO 3: "BLUE ACT" = "BLOCKADE"
"RED ACT" = "RED ATK"

. "SORTIES" 168 120 204
"PROB WAR" 1 .01 .2
“SHIP LOSS"

"cg" .1 0 .5
eV .5 .1 1

. "AIR LOSS"

"F14" 12 8 24
"A7" 12 8 36
"A6" 8 4 18




"“BLOCKADE"

SCENARIO 4: "BLUE ACT"

HIGH
ESTIMATE

"RED ACT" 'NO RED AT"
BEST LOW
ESTIMATE  ESTIMATE

A. "SORTIES" 156 108

B. "“PROB WAR" .01 .001
C. "SHIP LOSS"

IICGII 0 0

. v 0 0
3 D. "AIR LOSS"

9 “F14" 6 2

IIA7II 6 2

: "AG" 2 0

4 Notice that revised outcome measurement estimates are not requested

when the influence diagram indicates the new variable has no influences

204
.02

0
0

10
18
12

and that requests are not made for alternatives that the user indicated

in the event testing are not impacted.

D6: EACH PATH THROUGH THE DECISION TREE CORRESPONDS TO A
SCENARIO. ENTER YOUR BEST, LOW, AND HIGH ESTIMATES FOR

SCENARIO 1': "BLUE ACT"
"RED ACT"
“SAM SITES"

"AIRSTRIKE"
“RED ATK"
IISAMS "

A. "AIR LOSS"
"F14" (BEST, LOW, HIGH EST.
"A7" (BEST, LOW, HIGH EST.
"A6" (BEST, LOW, HIGH EST.

SCENARIO 2': "BLUE ACT"
"RED ACT"
"SAM SITES"

"ATRSTRIKE"
“RED ATK"
"NO SAMS"

nonn

A. "AIR LOSS"
"F14" (BEST, LOW, HIGH EST.
"A7" (BEST, LOW, HIGH EST.
"A6" (BEST, LOW, HIGH EST.

e e N

THE EXPECTED VALUES OF EACH OUTCOME MEASURE UNDER EACH
SCENARIO. IF YOUR ESTIMATES FOR A GIVEN SCENARIO ARE

THE SAME AS SPECIFIED IN A PREVIOUS SCENARIO, TYPE "USE X",
WHERE X IS THE NUMBER OF THE PREVIOUS SCENARIO.

: 16, 12, 36
: 16, 12, 48
: 12, 6, 27

. USE 1
. USE 2
: USE 1




SCENARIO 3': "BLUE ACT" = "AIRSTRIKE"
"RED ACT" = "NO RED AT"
"SAM SITES" = "SAMS"
A. "AIR LOSS"
"F14" (BEST, LOW, HIGH EST.): 12, 8, 16
"AT" (BEST, LOW, HIGH EST.): 12, 8, 16
"AG" (BEST, LOW, HIGH EST.): 8, 4, 18
SCENARIO 4': "BLUE ACT" = "AIRSTRIKE"
"RED ACT" = "NO RED AT"
"SAM SITES" = "NO SAMS"
A. "AIR LOSS"
"F14" (BEST, LOW, HIGH EST.): USE 3
"A7" (BEST, LOW, HIGH EST.): USE 3
"A6" (BEST, LOW, HIGH EST.): USE 3

Figure 43 shows the results of analyzing the expanded decision tree, as
they are displayed on the color monitor. The preferred alternative now
appears to be BLOCKADE. The path through the tree with the highest value

of further modeling is now BLOCKADE followed by NO RED ATK.

3.3.5 Summary of Results

One iteration of the expansion cycle is now complete. The user may
now choose to continue the expansion process, review and modify the existing
model, or terminate the expansion phase. 1In this sample application, the
user observed that the highest value of further modeling has now been
reduced to about 50% of its previous value and is now only about 10% of
the absolute value of the decision. For this reason, the user elected to

terminate structuring activity at this point.

El1: SELECT AN ITEM FROM THE MENU (INDICATE BY NUMBER):

REVIEW INFLUENCE DIAGRAM

REVIEW DECISION TREE

REVIEW OUTCOME MEASURE ESTIMATES
CONTINUE EXPANSION

TERMINATE EXPANSION PHASE

O WN -
o . s e
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RED ATK .04 -226/0
SAMS ‘.35{

NO RED AT .96 -74/3

r—AlRSTRIKE
RED ATK .04 -193/0
NO SAMS .65{
NO RED ATK .96 -41/6
RED ATK .01 -144/0
BLOCKADE
NO RED AT .99 -52/12
(EV/VOM)

FIGURE 43 EXPANDED DECISION TREE FOR SAMPLE APPLICATION
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4. CONCLUSIONS AND RECOMMENDATIONS

4.1 Conclusions

In recent years, the available software to support decision analy-
sis has increased substantially. SRI International, for example, has de-
veloped several successful decision analysis software packages, some of
which are available to the public from time-sharing services or are sold
commercially [26, 27]. Despite the increasing use of such programs, ex-
isting software tends to address rather technical aspects of decision
analysis and generally requires considerable experience to be properly
operated. Development of a"comprehensivé.computer-aided decision struc-
turing system of the type described in this report is a far more ambi-

tious effort than has been previously undertaken.

We had hoped, as part of the ODA Program, that a series of indepen-
dent tests would be conducted of the pilot.decision structuring system.
The results of such tests may have provided a much better estimate of the
adequacy of current technology as the basis for a practical comprehensive
system of automated structuring aids for use by nonspecialists. Unfortu-
nately, the ODA Program was terminated prior to formal testing of the

structuring aid. Therefore, results are less conclusive than they might

otherwise have been.




———r

There is little doubt that the computer-aided structuring process
desribed in this report is of considerable value to professional decision
analysts. Applications of the structuring process to practical problems
conductced by members of the SRI Decision Analysis Department have been
quite successful. Analysts report the aid is especially useful in speed-
ing up pilot analyses (quick, highly simplified analyses conducted to
help scope a major decision analysis project). Other practitioners have
found the underlying algorithms on which the process is based useful.

For example, the process was recently applied by another ODA contractor
to navy emission control planning 28], and the expansion algorithm from

the structuring process was used by another research team in an analysis

of beef cattle production (29].

Most encouraging in assessing the potential value of the computer
aid for implementing the structuring process are its basic characteris-

tics. The aid:

® Permits the user to specify model structure; it does not impose
one upon him. As a result, the applicability of the aid is ex-
ceedingly general. It may be used to structure virtually any dy-
namic, uncertain, decision problem with single or multiple objec-
tives.

® .llows explicit representation of subjective uncertainty without
requiring common oversimplifications concerning probabilistic

independence or the shapes of probability distributions.
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Produces immediate and continual output of useful information.
Consequently, it tends to motivate use and allows for random
stopping.

Provides assistance in the identification of important decision
factors. As a result, it tends to guide the modeling process and

reduces wasteful allocation of modeling effort.

Directions for Further Research

From this point, further research on the computer—-aided structuring
process can be profitably directed toward three ends. First, initial ap-
plications clearly indicate that the computer code should be streamlined
and better integrated. The user must be given the the opportunity to
move about the process, requesting previously displayed results as
needed, with more freedom than is curreatly available. Second, to estab-
1ish and better introduce the structuring process to the research commu-
nity and decision analysis practitioners, demonstration proijects should
be presented in which the applications of the structuring process to a
variety of practical problems are documented. Third, to better estimate
the strengths, weaknesses, and potential of the structuring aid for use
by those other than specialists in decision analysis, individuals other
than its developers should objectively test the aid. The next subsection
of this report contains some discussion of principles for testing the

aid.

4.3 Principles for Testing

Most important for the testing of the computer-aided structuring

process is a specification of a criterion for evaluating the extent to




which the process improves decision-making. An obvious approach 1is to
design standard decision problems to be used for testing. Solutions to ‘
these standard problems might be based on the combined judgment of a
panel of experienced naval commanders. Experiments could then measure
the extent to which subjects using the aid come closer to the prescribed

solution than do subjects not using the aid.

Inherent in this approach, however, are a number of potential prob-
lems. First, the aid has been designed, by definition, for application
to one-of-a-kind, unfamiliar decisions that have not been previously
structured. Application to standardized decision problems may result in
testing the aid on a class of problem for which it was not intended to be

used.

An even more fundamental problem is the definition of a good deci-
sion. According to the discipline of decision analysis, a good decision
is one that is consistent with the decision-maker's information and pref-
erences. Thus, the structuring process is designed to help a user iden-
tify a decision strategy that is consistent with his own subjective pref-
erences and information. Successful application of the aid can result in
totally different decision strategies for individuals who have different
information or preferences. Comparing the solution indicated by the
structuring aid with the "right” solution generated by a panel of experts
does not, therefore, directly measure the aid's ability to improve a
decision-maker's performance. The user could conceivably believe that
the strategy derived through the use of the aid was better, given his

state of information and preferences, than that produced by the panel of
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experts. A formal decision analysis resulting in a quantitative model of
the type produced by the structuring process may be a more effective way
to generate a good decision strategy than the use of a panel of experts

because of well-known group decision-making biases.

Once an adequate experimental design is selected, testing should at-
tempt to answer several specific questions. Most importantly, if the aid
fails to perform well, experimental design should indicate if the reason
is the user's inability to provide appropriate input information, a more
general problem with the decision-analysis modeling approach, a problem
related to the specific algorithm utilized in the structuring process, or

a problem with the computer aid design.

A variable that may affect the value of the aid to a user is the
user's proficiency in decision analysis techniques. Consequently, test-
ing should attempt to identify whether the effectiveness of the aid de-
pends strongly on the user's familiarity with decision analysis. Because
the structuring process design lends itself to a wide class of decision
problems, testing should also attempt to determine whether specific kinds
of decisions are more effectively aided than others. If this is the ;
case, then the characteristics that tend to make the aid effective or i

ineffective should be identified.

Ease of use of the aid will be strongly influenced by input/output

design, especially the use of graphics. Therefore, testing should at-

tempt to identify what changes in computer aid design are needed to sim~

plify its use. Finally, whatever criterion is adopted for measuring the
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ability of the aid to improve decision-making, some attempt should be

1 made to assess the extent to which the users think that the aid is help-

1 ing them. Specifically, does the aid help users to identify issues, does

it belp them to evaluate options, and, finally, do the users believe the

aid helps them to formulate better decision strategies?

e e
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Appendix A

INSTRUCTIONS FOR USING THE SIMULATION BOARD

A.1 Introduction

The current configuration of the simulation board is based on the
ONRODA scenario developed by the Naval Warfare Research Center at SRI
International. There are two game players. One controls Blue and Grey,
the other, Red and Orange. The rules of engagement are similar to
"SEATAG,"” a simulation game developed at the Naval War College [18], and
"Sixth Fleet,” a simulation of operational naval warfare marketed by

Simulations Publications, Inc. (19].

The cells on the simulation board (Figure A.l) are composed of seven
small hexagons (hexes). The scale is such that each cell represents a
distance of 50 nmi. Within a cell, units are distinguished according to
their proximity to attacking units. Units in the closest two hexagons
must be attacked first by an enemy unit. Likewise, the middle hexagons
(excluding the center hexagon) are for units that are to be attacked
second; the farthest position is for units that are to he attacked third.

The center position is for units that are to be attacked last.

Three types of units are used: air, surface, and submarine. Each
air unit represents a squadron of 12 airplanes; each surface and subma-

rine unit represents one ship or submarine, unless otherwise indicated.
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Displayed on each unit are numbers expressing its attack strengths, de-
fense strength, electronic counter measures (ECM), and range of movement

(see Figure A.2).

A.2 Movement

Movement of forces is allowed only during the movement phase. A
unit can be moved to any position within its specified range of movement.
Range 1s measured as the number of cells consecutively traveled by a mov-
ing unit. A unit cannot end its movement in a cell occupied by an enemy

unit.

A.2.1 Zones of Control

A unit occupying a cell exerts a zone of control that extends
through the six adjacent cells. Enemy zones of control may be entered,
but entering units are forced to stop immediately on entering enemy zones
of control unless and until the total attack strength of the detained
units is greater than or equal to total attack strength of the control-
ling units. More than one unit may exert a zone of control over the same
cell, but own zones of control never negate enemy zones of control. How-
ever, a unit may ignore the zone of control of an enemy unit that is in-

capable of attacking it.

A submarine unit may always leave an enemy zone of ‘control. An air
unit may leave an enemy zone of control if it does not immediately enrter
another enemy zone of control. A surface unit may leave an enemy zone of
control only if: the enemy unit moves away; the enemy unit is destroyed

or forced to retreat; the enemy unit consists only of air forces; or the
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Anti-Air Strength
Anti-Surface Strength

Anti-Sub Strength

Anti-Air Strength
Anti-Surface Strength

Anti-Sub Strength

Base Location

35 | 8
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4
0 F14 4

Type of Airplane
(a) Sample Air Unit

Base Location

14 1 4

14 4
b

28 DDG 4
Type of Ship

Range of Movement
Defense Strength

ECM

Range of Movement
Defense Strength

ECM

(b) Sample Surface Unit

Anti-Air Strength
Anti-Surface Strength

Anti-Sub Strength

Type of Submarine

Base Location

0 PC 2
4 _ m 2
(1)

3 SS 4

Range of Movement
Defense Strength

ECM

(c) Sample Submarine Unit

FIGURE A.2 TYPICAL SIMULATION PLAYING PIECES
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enemy unit has a range of movement less than the range of the surface

unit.

A.2.2 Limits on Locations of Units

Surface or submarine units may not be stacked over a single hex. In
addition, a maximum of six air units may occupy a hex at a given time.
The only exceptions are at bases, where there is no limit (except ONRODA
Island where the limit is 16 air units). Within a hex, the air units
must be placed on top of surface and submarine units. Submarine units

must be positioned below any surface units. Subject to these con-

straints, units may be rearranged during any own movement phase.

A.2.3 Red Units

War can be declared only by Red. Unless war has been declared, Red
and Blue units do not engage in combat and may occupy adjacent hexes
without exerting zones of control. Each may move through a cell occupied
by the other, whenever unoccupied hexes in the cell are available. No
combat between Red and Blue ensues until war is declared. Red air units

may refuel at any Orange base.

A.2.4 Air Units

The range of an air unit is the radius it can travel from a base or
carrier while retaining enough fuel to return. The maximum distance an
ailr unit can travel on a "suicide” combat mission is twice its range. i
The maximum distance of an air unit that does not engage in combat is
three times its range. Air units that begin a movement phase away from a \

base or carrier must immediately return to a base or carrier in the next
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movement phase. Any air unit that cannot return is destroyed, except for
Blue air units landing at Grey bases that are eliminated but not de-
stroyed. Once an air unit returns toc a buse or carrier, it can either
remain aloft to provide an air defense, or {t can be placed in bunkers
(at bases) or in the hold (on carriers). Air units in bunkers or holds
are eliminated only if the base or carrier is destroyed. A maximum of

six air units may be launched at one time from each Orange base.

A.3 Combat

There are three different types of attack strength: antiaircraft,
antisurface, and antisubmarine. In each combat phase, an attacking unit
must use the attack strength of the appropriate type for the defending
units. Each type of defending unit must be attacked separately. The at-
tack strengths of a unit must not be split among attacks. Daylight air
units have their attack strength halved at night (as indicated by the

yellow band on the unit).

The procedure for combat is as follows. Ignore civilian air and
surface units. The difference between the total of the appropriate at-
tack strengths of the attacking units and the total of the defense
strengths of the defending units is the combat differential for that
engagement. This differential is rounded down to the nearest number in
the columns of the combat results table. The row in the table is se-
lected using the highest ECM value of any of the defending units. The
intersection of the appropriate row and column in the table gives a bench
mark for the roll of a die. If the roll of the die is less than or equal

to the given amount, then the defending units must be immediately
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retreated to an adjacent, nonenemy-controlled cell. If such a retreat is

not possible, then the defending units are eliminated. If the roll of
the die is greater than the given amount, then the attack has no effect.

A blank in the table indicates that the attack has no effect.

The attacking units may be used in any order and in any number to
attack enemy units in an adjacent cell. Each attacking unit, however,
may be used only once in a given combat phase. Attacking units ignore
enemy units that they are incapable of attacking and engage the first un-
attacked unit they are capable of attacking. Air units must be attacked
first, then surface units, and finally submarine units. Within a unit
type, the defending units must be attacked in the order they are posi-
tioned and stacked in the cell, but may be attacked repeatedly by dif-

ferent attacking units. Units in separate cells must attack separately.

A.3.1 Mandatory Attacks

At least one own unit in each enemy-controlled cell must engage in
combat at least one enemy unit in an adjacent cell. A unit may ignore an
enemy unit that 1s incapable of attacking it. If the combat differential
for a mandatory attack is greater than or equal to zero, then a unit has
fulfilled its obligation to attack. If the combat differential for a
mandatory attack is less than zero, then the unit must be immediately

retreated to a nonenemy-controlled cell.

A.3.2 Retreat

A unit may never retreat into an enemy zone of control, even if that

cell 18 controlled as well by an own unit. Air units can never retreat;
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if a retreat is mandated, then thev are eliminated. If forced to retreat
because of insufficient attack strength, the unit may not engage in sub-

sequent attacks during that combat phase.

Any cell completely vacated after the retreat of defending units may
immediately be occupied by up to three attacking surface or submarine
units, regardless of zones of control and without prejudice for future
movements. Similarly, if all attacking units in a cell must retreat be-
cause they lack sufficient combat differential, then up to three defend-
ing surface or submarine units may occupy that cell. Movement into va-

cated cells is always optional.

A.3.3 Bases

Blue may not attack Orange bases or targets at Orange bases unless
war is declared. Each base has a defense strength (DS) and an ECM mea-
sure, shown on the map as DS/ECM. Bases exert no zones of control. To
destroy a base, the attacking units must first eliminate all units at
that base. Bases have no attack strength. If they are defeated by an
attacking unit, then an appropriate marker is placed on the base. At-

tacking units may move into a vacated base, as they choose.

A.4 Some Hints on Playing Strategy

(1) The rules allow great flexibility for retreat (giving up some
ocean) rather than combat with potentially high losses.
(2) An often successful strategy is to force a retreat by attacking

with units that have a high defense strength.
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(3) Movement after combat allows the opportunity to escape follow-
ing a particularly successful attack.
é (4) Attacking units should have enough total strength to absorb any
losses Inflicted before the attack is launched.
(5) Air units are effective, yet vulnerable. They have good range
t and strength, but can be cut off from their base and forced to

; ditch.

Cem b

(6) Care should be taken to keep from being surrounded. A sur-

B L OO

E rounded unit that must retreat is eliminated.
A.5 Starting Locations
The initial location of the Blue task force is 400 nmi west of
€ . ONRODA. Carrier Group I and Carrier Group II are 50-100 nmi apart. Each

carrier has an identical air wing composition.

ai S e

Grey units are split between Industrial City and Grey Port. Four A4
units are out fighting the Greyhawk guerillas. Both DD units are at Grey

Port. One F5 unit is at Grey Port, and two are at Industrial City.

Orange has 2 missile boat (MB) units, each with 3 boats, sitting

120°/60 nmi from the Blue task force. On ONRODA, Orange has 4 MIG21
units, 4 SU7 units, 2 MIG19 units, and 2 IL28 units. At Orange Port and
Pier City, Orange has 8 MIG21 units, 4 MIG19 units, 2 SU7 units, 2 TU16A
units, and 1 IL28 unit. The Orange DD units and SS units are at Pier

City; 2 MB units and 2 torpedo boat (TB) units are at Orange Port.
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Red forces are all at sea. A cruiser (CG) and a three-ship DD unit
are 100 nwi west of ONRODA. One DD unit is 280 nmi west of ONRODA. One
TU20 unit is flying 200 nmi southeast of the Blue task force. The rest

of the Red fleet is 150 nmi southwest of ONRODA.
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Appendix B

OPERATION OF THE COMPUTER AID FOR DECISION STRUCTURING

This appendix describes details of the access, initialization, and
R operation of the aid as it was implemented on the ODA test bed. Should

the aid be provided on another host computer system, thL2 specifics of

operation will likely differ somewhat from that described below.

B.1 Instructions for Logging onto the Uuniversity of Pennsylvania

Wharton Computer

1. Establish your connection to the computer (via ARPANET, dial

up, etc.). You will receive the following message.

Wharton Schook KL &403A146 10728r32 TTY144 svstem 1265
Please LOGIN or ATTACH

The monitor types a '.' to indicate that it is ready to accept a
command. You will need a user code (XXXX,PPP), user name (NNNN), and

passwords to complete logging onto this computer.

Type immediately after the period

LOGIN  XXXX,PPP

followed by a carriage return. The computer will respond:

JOB XX Wharton School KL 603A16 TTYNNN
161




XX is the jnb number being assigned to your session, and TTYNNN

identifies your communication line to the KL1O.

You will be requested to enter your user name that has been speci-

fied for the KL1O.

Name: ABC

Your password(s), which will not be echoed to your terminal, must next be

entered.

Password(s):

When you are successfully logged on, you will be told the time, date, and
day of the week and any system news briefs. You are ready to proceed

when you receive a '.' at the left side of the terminal.

The following is an example of a successful log on to the Wharton

Computer using the ARPANET.

SU TIP 424 #: t
®0 23

Trvirng...

oren

Wharton School KL 403A14 10528132 TTY144 svystem 1245
Please LOGIN or ATTACH

.losin 2632,210

JOE 31 Whartan School Ki. 603416 TTYIAS
Name: leaf

Passuword(s)s
102%
19-Mar-81
Thur

User: LEAF last LOGIN on 18 March, 1981 at 16:t3%
as [26352,210) on TTY144

1 Piecé of Resultar Mail Waitine.
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B.2 Entering the Decision Structuring Aid

Once you have successfully logged on and have received a '.'
indicating that you may enter a command, you must enter the APL system to

have access to the aid. Type

. r new:apl

Your terminal type will be requested

terminal..

Typing H will cause the computer to print the list of terminal types

that it supports. Most APL terminals are bit pairing (BIT) or type pair-
ing (KEY). A non-APL terminal (e.g., the Ramtek color graphics terminal)
is type TTY. Respond with the appropriate terminal code and a carriage
return (if it is an APL terminal, be sure to change to the APL character

set at this time).

The message

«.F newfapl
termanal..Kkev
APL—-10 APLSF—-10 WHARTON SCHOOL 2(43%)

TTY146) 12:53:36 SATURDAY 7-MAR-81 LEAF HURST [2652,2101
CLEAR WS

will be printed when you have successfully entered APL. The cursor will
indent six characters when APL is ready to accept a command. You must
first request the size work space needed to run the aid. The MAXCORE

command will allocate the required memory,
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JMAXCORE 40

The computer will respond with the previous amount of core that was allo-

cated to you. You next retrieve the workspace SKELET that contains the

aid:

YLOAD SKELET

A message indicating the date SKELET was last modified and its memory

size 1s printed when the workspace is loaded. The aiu can now be entered

by typing GO. The following sequence of questions and statements will be 1
initiated.

£]]

GRIN? N__

RAM? Y. _

OFFICE OF NAVAL RESEARCH / SRI INTERNATIONAL DECISION
STRUCTURING AID.

1981/ 3/ 7 SRI/ONR DECISION STRUCTURING TOOL 13:53: 7

IF YOU DO NOT UNDERSTAND ANY PROMPT, TYPE ‘HELP” OR AN

EMPTY CARRIAGE RETURN FOR MORE EXPLANATION.

FOR AN EXPLANATION OF SOME OF THE PROMPTING FEATURES TYPE “EXPLAIN-.

DECISION PROBLEM NAME: SAMP
1S SAMP A NEW PROBLEM? YES

The questions GRIN? and RAM? require a yes or no response. Specify
yes to GRIN? if you have the Grinnel available and yes to RAM? if you

have a Ramtek available.

The aid maintains a library of problems that can be at different
stages of development. This library is searched for the problem you have

requested. 1If it does not find that problem in its library, it will have
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you verify that it is a new problem. If you respond no, you will receive
a 1list of the problems already in the library, and you will be asked for

your decision problem name again.

If you are starting a new problem, you will be automatically started
at the objectives and outcome identification fumttion of the preliminary

structuring phase.

If you are working on a previously started problem, you will be

asked:

WHAT WOULD YOU LIKE TO DO?

Many responses are allowable. A response P will allow you to proceed
from where you left off the last time you saved the problem. You may
also specify that you would like to return to an earlier point in the
process, Or you may request to have the model influence diagram or the
tree displayed if you have progressed to those points in the process.
You cannot, however, skip steps in the process. If you try to skip
steps, you will be notified, and the list of what you can do next is

printed.

You can exit from the structuring aid at any of the following

points:

® Preliminary structuring phase
-~ Before alternative generation
- Before alternative evaluation

- End of the phase.
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Modeling phase
After specifying the influence diagram
After constructing the decision tree
At any point during outcome estimation (by responding stop)
End of the phase.
Expansion Phase
After identifying critical events
After adding new variables to the influence diagram
After defining the expanded decision tree

End of the phase.

each of these possible termination points you will be asked:

DO YOU WANT TO CONTINUE WITH THE STRUCTURING PROCESS?

You must respond Yes or No. If you answer yes, the process continues.

If you answer no, you will be asked:

SAVE BEFORE STOPPING?

Again, a yes or no answer is required. If you answer no, the work you

have will not be saved.

When you continue working on a previously initiated problem, you

will receive the following prompt:

WHAT WOULD YOU LIKE TO DO?




Possible responses and their meanings are:

P Proceed from point of previous termination

S Begin preliminary structuring phase

AG Begin alternative generation function

AE Begin alternative evaluation function

SV Begin modeling phase (select variables for influence diagram)
SI Specify influences in influence diagram

TS Begin decision tree construction function (tree specification)
OE Estimate outcomes in decision tree

TEV Evaluate decision tree (tree evaluation)

TEX Begin expansion phase (tree expansion)

AV Add variables to the influence diagram

DISID Display the influence diagram

DISTREE Display the decision tree

RO Review and change outcome variable values
HELP Prints this list of possible responses

Not all of these responses are acceptable, however, because as noted ear-
lief, the aid will not permit the user to enter at a point in the process

that is beyond the point that was previously reached when the work was

last saved.

B.3 Hints on Responding to Questions

The type of answers required by the aid are generally straightfor-
ward and apparent from the sample problem in this report. However, some

further explanation may be helpful.

Many questions in the aid require narrative responses, such as,
"What 18 the incentive or reason for the assigned task?" There are also
questions in the aid which can have lists of narrative answers such as,

"What is the objective of the mission?”

A narrative response can be terminated by having the last character

on the line be a period (or by making a carriage return the sole
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response). The aid has no restrictions on the length of a narrative
answer. A long answer could be entered with many lines (using carriage
returns) or entered on one continuous "line"” (when the cursor reaches the
right-hand side of the screen, the terminal moves the cursor to the be-

ginning of the next row on the screen).

Each response in a list is individually ended in the same manner as
a narrative (with a period or a blank carriage return). If an error is
made in any response, it may be corrected in the current line by back- {
spacing the cursor to the beginning of the error, then typing a linefeed !
character, and correcting the information. This is the normal APL method
of correcting input errors. Currently, there is no allowance in the aid
to modify an answer (or line of an answer) after a carriage return has

been sent.

The acronyms that are requested in the modeling and expansive phase
are restricted in length to nine characters. Anything beyond the ninth
character will be ignored. These acronyms are used for displays on the F

graphics terminals that do not have the APL character set. You will be 1

more satisfied with the graphics display if you refrain from using any of
the special APL characters in your acronyms. Spaces will be preserved

exactly as you have typed them.

At several points in the preliminary structuring phase, the user is
directed to use the simulation board. The aid will not proceed until you
signal that you are ready. The signal is simply to type a carriage

return.
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When the decision tree is being constructed, the probabilities of {
outcomes are requested. The probability for each branch should not ex-

ceed 1.0.

When values are being specified for the outcome variables, the best,
low, and high estimates are elicited. These correspond to the 50%, 10%,
and 90% points on a cumulative probability distribution fitted to the

variable.

The absolute minimum and maximum (0% and 100% points of the cumula-
tive distribution) have been previously determined for the allowed out-
come variables. The values you enter and the previously defined lower
and upper limits must be in monotonically ascending or descending order.

If the points are not properly ordered, you will be so notified, and the

values will be requested again.

B.4 Remote Site Operations

If you are running the aid from a remote site, you must log onto the
computer separately with your graphics terminal. After you have speci-
fied your problem name, you should enter the following commands from the

graphics terminal (which must also be in the APL system)

JLOAD RAM
GRAB

This will cause the alphanumeric and the graphics terminal to be coordi-

nated.
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B.5 Additional Instructions for Experienced APL Users

This decision aid was developed for use by personnel with minimal
computer experience. An experienced user can do several things that will
override the strict program control built into the aid. For example, the
user can stop the aid at any point by typing a BREAK character (two con-
trol Cs in succession if using the ARPANET) and saving the results using
the APL system command ")WSID" to create a new workspace. The aid can be
restarted at a later time by loading the new workspace and entering the
sequence "—~(LC." This will start the aid at the line that was being
executed when it was interrupted. If the aid was waiting for a response J
when it was interrupted, the cursor will wait at the left-hand side of

the screen for the response.

The aid can also be halted when it is waiting for a response by

overstriking the characters OUT. The procedure is to type the character

0, backspace, type U, backspace, type T and a carriage return.

B.6 Changing the Value Model

The aid {s currently set to use a predefined value model with pri-

mary outcome variables SORTIES, PROB WAR, SHIP LOSS, and AIR LOSS. The

outcome variable SHIP LOSS is determined by secondary outcome variables

CG and CV losses. Similarly, the variable AIR LOSS is determined by sec-

) ondary outcome varifables Fl14, A7, and A6 losses.

The values of the outcome variables that do not comprise secondary

outcome variables are assessed directly. Outcome variables that do
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comprise secondary outcome variables are calculated from the values that

are directly assessed for the secondary outcome variables.

To store the value models, the aid uses information in segments 138,
139, 140, 141, and 142 of the disk file QUEST.EXM (as implemented on the

Wharton Computer). The contents of these segments are:

Segment
Number Contents and Description

1
138 The names of the outcome variables (a character array with nine !
columns and a row for each outcome measure). ;

139 This is a numeric array with one row for each primary outcome
variable and one column for each secondary outcome variable that
is assessed directly. For an outcome variable that is assessed :
directly, the values in that row of the matrix should have 1.0 !
in the column corresponding to that variable and remaining ;
values of 0.0. For an outcome measure that is not assessed ;
directly, the values to be used to weight the variables for cal~ '
culating value should be in the appropriate columns. The rows
correspond to the rows in segment 138 and columns to the rows
in segment 140.

140 The names of those outcome variables that are assessed directly
(a character array with nine columns and one name in each row).

141 This is a numeric vector containing the relative weights of
the outcome variables. A variable that is a loss should have a
negative weight. This ensures that losses will be minimized and
gains will be maximized. !

ek ol ah A et e fint

142 This is a numeric array having two columns. These are the 0%
and 100% points on the cumulative probability distributions of
the outcome measures. The rows correspond to the order in
segment 140.
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Currently the data in these segments are:

138  SORTIES

PROB WAR
SHIP LOSS
AIR LOSS

139 1 ] ] 0 10 o o
0 1 o 0 o 0 0
o o 10 1 0 (¢) 0
0 ¢ o o -] 3 1

140 SARTIFS
FROB WAR
i
cv
F14
A7
Ab

141 -0.003 ~9.12 —-17.45 -1

142 3430
1

2

2

48
4c

24

Q000 QQ0O

To illustrate the definition and meaning of these structures, no-
tice, for example, that the fourth outcome measure is ATR LOSS. The
fourth row of segment 139 has the values 6, 3, and 1 in the 5th, 6th and
7th colummns. The 5th, 6th, and 7th outcome variables are Fl4, A7, and

A6. Thus,

AIR LOSS = 6 x Fl4 + 3 x A7 + 1 x A6

Similarly, for the outcome measure SHIP LOSS, using the 3rd row of

segment 139 and sepment 140,
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SHIP LOSS = 10 x CG + 1 x CV .

Using the values in segment 141, the outcome for a scenario is

- 0.003(SORTIES) - 9.12(PROB WAR) ~ 17.65(SHIP LOSS ) - AIR LOSS

The data in Segment 142 specify that the maximum number of sorties that
could occur in the relevant time span is 3450. The probability of war

cannot exceed 1.0 nor be less than 0.0.

When changing the outcome variables, and/or the value model, these
five segments must be changed to preserve the types and the relationships
among the dimensions of these data elements in the appropriate segments

of the data file QUEST.EXM.
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